First-order optimality conditions for non-commutative optimization problems
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We consider the problem of optimizing the state average of a polynomial of non-commuting
variables, over all states and operators satisfying a number of polynomial constraints, and over
all Hilbert spaces where such states and operators are defined. Such non-commutative polynomial
optimization (NPO) problems are routinely solved through hierarchies of semidefinite programming
(SDP) relaxations. By phrasing the general NPO problem in Lagrangian form, we heuristically
derive, via small variations on the problem variables, state and operator optimality conditions, both
of which can be enforced by adding new positive semidefinite constraints to the SDP hierarchies.
State optimality conditions are satisfied by all Archimedean (that is, bounded) NPO problems, and
allow enforcing a new type of constraints: namely, restricting the optimization over states to the
set of common ground states of an arbitrary number of operators. Operator optimality conditions
are the non-commutative analogs of the Karush-Kuhn-Tucker (KKT) conditions, which are known
to hold in many classical optimization problems. In this regard, we prove that a weak form of
non-commutative operator optimality holds for all Archimedean NPO problems; stronger versions
require the problem constraints to satisfy some qualification criterion, just like in the classical case.
We test the power of the new optimality conditions by computing local properties of ground states
of many-body spin systems and the maximum quantum violation of Bell inequalities.
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A. NPO for quantum nonlocality 39

I. INTRODUCTION

Non-commutative polynomial optimization (NPO) studies the problem of minimizing the bottom of the
spectrum of a polynomial of non-commuting variables, over all operator representations of these variables
satisfying a number of polynomial equations and inequalities. As it turns out, in quantum mechanics many
interesting physical quantities such as energy, spin and momentum are represented by operators satisfying
polynomial constraints. Consequently, natural applications of NPO have been found in quantum information
theory, quantum chemistry and condensed matter physics in the last decades. Examples of practical NPO
problems include computing the maximal quantum violation of a Bell inequality [1, 2], the electronic energy
of atoms and molecules [3-5], the ground state energies of spin systems [6-9], or the ground state behavior of
fermions at finite density [10].

From the work of Pironio et al. [11], (see also Refs. [1, 2, 12-14]), we know that all NPO problems involving
bounded operators can be solved through hierarchies of semidefinite programs (SDPs) [15, 16] of increasing
complexity. While the first levels of said hierarchies provide very good approximations for many NPO problems,
sometimes there are considerable gaps between the lower bound provided by the SDP solver and the conjectured
solution of the problem. That is, while the SDP hierarchies converge for any problem, for some NPO problems
they seem to converge too slowly. This leaves many important problems in quantum nonlocality and many-body
physics unsolved, due to a lack of computational resources.

In this paper, we introduce an improved and stronger method to tackle NPO problems. The main idea is
that NPOs, like classical optimization problems, very often obey a number of optimality relations, which in
the classical case are dubbed the Karush-Kuhn-Tucker (KKT) conditions [17, 18]|. In the present work, we
adapt and generalize these conditions to the non-commutative setting. We find that they come in two flavors:
state and operator optimality conditions, both of which take the form of positive semidefinite constraints on
top of the original SDP hierarchies [11]. Optimality constraints on the solutions of specific NPO problems have
already been considered in the literature [19, 20|, but not in the context of deriving new or improving existing
numerical methods. Motivation aside, our contribution differs from these earlier works in the generality and
scope of our optimality conditions, which we believe exhaust the set of first-order optimality constraints and
can be applied to a large variety of NPO problems.

Our new optimality conditions come with two benefits: on one hand, they boost the speed of convergence
of the original SDP hierarchy, often yielding convergence at a finite level. On the other hand, they allow
us to enforce new types of constraints on NPO problems, such as demanding that the states over which the
optimization takes place are the ground states of certain operators. We exploit this feature in Section III B,
where we extract certified lower and upper bounds on local properties of the ground state of many-body spin
systems. Remarkably, the ground state condition can be enforced in translation-invariant quantum systems
featuring infinitely many particles. This allows us to make rigorous claims about the physics of quantum spin
chains in the thermodynamic limit, thus solving an important open problem in condensed matter physics.

As in the classical, commutative case, careful study is required to justify exactly when the new non-
commutative optimality conditions hold. While the state optimality conditions are easily seen to hold in all
bounded NPO problems, justifying the corresponding operator optimality conditions (the non-commutative
Karush-Kuhn-Tucker conditions, or ncKKT) requires more work. In this context, we show that: (a) essential
ncKKT, the most relaxed variant of the operator optimality conditions, holds in all Archimedean NPO prob-
lems; (b) normed ncKKT, a substantially strengthened version, holds in all NPO problems that satisfy the
non-commutative analog of the Mangasarian—Fromovitz conditions [21]; (c¢) the even more restrictive strong
ncKKT conditions hold if either the NPO problem is convex or its solution is achieved at a finite level of the
original SDP hierarchy.

Since the NPO formulation of quantum nonlocality only seems to satisfy essential ncKKT, we also provide
necessary conditions that guarantee that either normed or strong ncKKT partially holds in a given NPO
problem. Namely, in scenarios where the set of all variables can be partitioned into subsets that commute with
each other and the remaining constraints and objective function for each of these parts are convex (satisfy the
non-commutative Mangasarian-Fromovitz conditions), then a relaxed form of strong (normed) ncKKT holds.
This result allows us to enforce more powerful optimality conditions on quantum nonlocality problems, with
the resulting boost in convergence.

The structure of this paper is as follows: In Sec. II, we recall the class of non-commutative optimization
problems that we consider in this paper, and present their corresponding hierarchies of SDP relaxations. In
Sec. I1I, using heuristic arguments, we propose several generalizations of the first-order conditions for the non-
commutative framework, which will allow us to incorporate extra constraints into our optimization problems.
The necessity of the state optimality conditions will be already proven in Sec. III B. Sufficient criteria for the
validity of the different forms of operator optimality are presented in Sec. IV. Sec. V investigates when it is
legitimate to enforce the new optimality conditions partially. In Sec. VI, we will conduct numerical tests to see
how the optimality conditions perform in practical problems. In this regard, we present two applications: the



computation of the local properties of many-body quantum systems at zero temperature (Sec. VIA) and the
maximum violation of bipartite Bell inequalities (Sec. VIB). We then present our conclusions.

While conducting this research, we found that Fawzi et al. [22] had independently arrived at the state
optimality conditions (42). In their interesting preprint, the authors provide a sequence of convex optimization
relaxations of the set of local averages of condensed matter systems at finite temperature. When the temperature
parameter is set to zero, their convex optimization hierarchy turns into an SDP hierarchy, which coincides with
the one presented in Section VI A of this paper.

II. NPO PROBLEMS

In this work, we will be interested in polynomials of n non-commuting Hermitian variables = (z1,...,zy).
Any such polynomial p(z) is called symmetric or Hermitian if p(z) = p(x)*. A non-commutative polynomial
optimization (NPO) problem [11, 14] is the natural analog of a polynomial optimization problem [23-25].

Definition 1. Let x = (x1,...,x,) be a tuple of non-commuting variables, and let f, {g; : 1 = 1,...,m},
{hj 7 =1,...,m'} be symmetric polynomials on those variables. Then, the following program is a non-
commutative polynomial optimization (NPO) problem:

p* = min ¢(f(X))

H, X,
st gi(X)>0, i=1,...,m, (1)
hi(X)=0, j=1,....m,

where the minimization takes place over all Hilbert spaces H, states 1 : B(H) — C and Hermitian operators
(X1,...,Xn) € B(H)*™.

Computing the maximal quantum violation of a Bell inequality [26-28] or the energy of a many-body quantum
system [29] are examples of NPO problems.

Call P the space of all polynomials of the non-commuting variables x1, ..., x,, i.e., the unital x-algebra freely
generated by z1,...,z,. Problem (1) can be relaxed to

p* = min o(f)
st. o(l) =1, o(pp*) >0, VpeP, 2)
O'(pglp*)zov Vpep7 221,,7’71,
U(phjq):O7 Vp7q€7),j=1,...,m/,
Clearly, Problem (2) is a relaxation of (1). In the presence of a boundedness assumption (such as the
Archimedean condition, see Definition 3) the two problems are equivalent as a consequence of the Gelfand—
Naimark—Segal (GNS) construction [30, 31]: given a linear functional ¢* minimizing (2), the GNS construction

builds a Hilbert space H*, bounded operators X* (this is where the Archimedean condition enters) satisfying
the constraints of Problem (1), and a unit vector ¢* € H* such that

(0" Ip(X™)[9%) = o™ (p(2)), VpeP. 3)

Defining ¢*(e) := (¢*|e|¢*), we thus have that (H*, X*,1*) is a solution of Problem (1) with the same objective
value as o*. In view of this observation, we call a solution o* of Problem (2) bounded if its GNS construction
generates bounded operators X7, ..., X.

Very conveniently, Problem (2) can be relaxed through hierarchies of semidefinite programs (SDP) [1, 2, 11].
Let Py, be the space of polynomials on z of degree at most k. A straightforward relaxation of Problem (2) is
thus:

p¥ = min oF(f)

ok Py —C
s.t. O’k(l) =1, ak(pp*) >0, VpePy,

_ (4)
o (s*gis) >0, VseP, deg(s) <k — {‘168"2@1)-‘ ,i=1,...,m,

oF(sh;js') =0, Vs, s’ € P, deg(s)+ deg(s') < 2k —deg(h;), j =1,...,m’.

The relaxation (4) can be cast as a semidefinite program [15, 32] with |Pay| free complex variables. To implement
the constraints, it suffices to consider bases of monomials. Let {0, }4 ({0} }4) be monomial bases of polynomials

of degree k (k — [dch(gl)—‘ ). Then, the matrices

(Mk(ak)) = O'k(OZOb),

5
(MF(e*)).,, = o*((oL)* guo}), ©)
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are respectively called the k*"-order moment matriz of o* and the k*"-order localizing matriz of o® for constraint

g1 [11]. Enforcing the first two lines of constraints in Problem (4) boils down to demanding that the moment

matrix M*(o*) and the localizing matrices {MF(c*)}, are positive semidefinite. The last line can be similarly

dealt with: it suffices to make sure that the identity holds for all monomials s, s’ satisfying the degree constraint.
The dual problem of (4) is of the form:

¢* :=max0

sit. Hs;}t; CPr, {sata CP: 2deg(sa) < 2k — deg(gi),
Hsfj, {8515 C P+ deg(s];) + deg(sy,) < 2k — deg(hy), (6)

f—0= Z s;s+ Zsflgisil + Z Sjlhj(s;l)* + Zs;lhj(sﬁ)*
1 il jl il

This problem is also an SDP, and the right-hand side of the last line is a weighted sum of squares (SOS)
decomposition [12].

Definition 2. Given Problem (2) and a Hermitian polynomial p, we say that p admits an SOS decomposition
if there exist polynomials {s;};, {si}i, {s;rl}jl, {851} such that

=D syt D shgisat D sihy(si)" + D suhy(s)" ™)
J il gl gl

If p admits an SOS decomposition and the tuple of operators X € B(H)*™ satisfies the constraints of Problem
(1), then p(X) must be a positive semidefinite operator. Problem (6) can thus be interpreted as finding the
maximum real number 6 such that f — 6 is an SOS (under some restrictions on the degrees of the polynomials
in the decomposition).

As the degree k of the available polynomials grows, one would expect the sequences of lower bounds (¢*)g,
(p*)r to better approximate the solution p* of Problem (2). Clearly, p' < p? < --- < p*, and similarly for the
¢’s. Tt is sufficient that (2) satisfies the Archimedean property for these hierarchies to be complete, in the sense

that lim,,c0 p™ = lim, 00 ¢ = p* [11].

Definition 3 (The Archimedean property). Problem (1) or Problem (2) is Archimedean if there exists K € R,
such that the polynomial

K—Zm? (8)

admits an SOS decomposition.

The Archimedean property implies that all feasible operators in Problem (2) must be bounded. In particular,
under the Archimedean assumption, Problems (1) and (2) are equivalent. Conversely, if the feasible set is
bounded, a relation of the form of (8) can be added to the inequality constraints without changing the problem.

III. FIRST-ORDER OPTIMALITY CONDITIONS

Consider a classical optimization problem, i.e., a problem of the form:

p* :=min f(z)
st.gi(x) >0, i=1,...,m, (9)
hj(x)=0, j=1,....,m/,
where ¢ = (21,...,2,) is a vector of real variables, and f, g;, h; are real-valued functions thereof. Given a
function s(x), call d,s its gradient, i.e., 0,8 = (85—&:), e 853)). In this commutative scenario, the Karush—

Kuhn—Tucker (KKT) conditions read:
such that 8zf = Z uﬁmgi + Z )\jaxh]‘ s (10)
ieA(z*) S o

wigi(x*) =0, Vie Az™),

T=x*

where 2* is a solution of (9). Here, the set of active constraints A(z) denotes the set of indices ¢ € {1,...,m}
for which g;(z) = 0.



The optimal solutions of many classical optimization problems are known to satisfy the KKT conditions,
also known as first-order optimality conditions [17, 18]. This has led some authors to enforce these conditions
implicitly to numerically solve polynomial optimization problems [33, 34].

The KKT conditions can be non-rigorously derived by considering infinitesimal variations over z* of the
Lagrangian functional

L= f(z)— Z 1igi(z Z)\ h( (11)

i€EA(z*)

with {,ui}i C RT, {)\j}j C R.

In this work, we seek the non-commutative analogs of the first-order optimality conditions (10). To find them,
we start by writing a Lagrangian for Problem (1).

Let (H*, X*,¢*) be any bounded solution of Problem (1). For technical convenience, rather than considering
general variations of the operators X7,..., X within B(H*), we will demand those to be within A(X™*), the
unital C*-algebra generated by the operators X* := (X7,..., X*). Consequently, from now on we regard the
state ¢* as a linear, positive, normalized functional on A(X™).

Note that any operator inequality constraint g(X) > 0 can be interpreted as an infinity of inequality con-
straints of the form w(g(X)) > 0 for all states w : A(X*) — C. The set of active constraints at X* thus
corresponds to {w(g(X)) > 0:w > 0, w(g(X*)) = 0}. Similarly, the equality constraint h(X) = 0 is equiv-
alent to the condition £(h(X)) = 0, for all Hermitian linear functionals ¢ : A(X*) — C, and the set of active
constraints associated to the positivity of the state ¢* is {)(w) > 0:w > 0,¢¥*(w) = 0}.

Bearing the last two paragraphs in mind, the non-commuting analog of the classical Lagrangian (11) is

L= v(f(X) - A,*(w)zo, M(w)dwy (1) + a(l (1))

w>0

—Z/MX (w)dww(gs(X Z/e £)d¢ £(hy (X)), (12)

w state

where the Hermitian operator variables X = (X1,..., X,,) are elements of A(X*) and v : A(X*) — C represents
our state variable. The multipliers o, M (w)dw, {v;(w)dw};, {©;(£)dE}; respectively denote a real variable and
measure-type variables over the set of positive semidefinite w € A(X*), the set of states w and the set of
Hermitian linear functionals &.

Notice that integration over the set of states (or functionals, or positive semidefinite elements) of a C*-algebra
might not be well defined if the latter is infinite dimensional. This lack of mathematical rigor is fine for the
time being: we are not aiming to prove optimality conditions yet, just to guess their form.

For simplicity, for each 7, we next define a new multiplier u;, of the form

i = Vilw dww. 13
s /u(.qi(x*)):o, @) (13)
w state
We do likewise with the integration over w, i.e., we define
= %/;;(w)=07 M (w)dw w. (14)
w>0

By (13), (14), it follows that, for each i, u; is a positive linear functional and that M is positive semidefinite.
Moreover,

pi(gi(X*)) =0, i=1,...,m,

R (15)
(M) = 0.
These conditions are a non-commutative analog of complementary slackness [21].
Analogously, we absorb the integrals over ¢ by defining the Hermitian linear functionals
Aj = /@j(f)dﬁﬁ- (16)
Substituting in (12), this expression is simplified to:
L=19(f(X) —yp(M)+al-¢ Zuz 9:/(X)) = > Aj(h (X)), (17)

J

We will arrive at candidate first-order optimality conditions for Problem (1) by varying the problem state
variable 1 and the operator variables X in Eq. (17), all the while imposing the stationarity of £. That way, we
will obtain two sets of independent constraints: state optimality and operator optimality conditions. The latter
will be dubbed non-commutative KKT conditions, or ncKKT.



A. Operator optimality conditions

To study how the Lagrangian (17) changes when we vary the operator variables of Problem (1), we must first
propose an analog of gradients for non-commutative functions. Closely related notions have been studied in free
function theory [35] and non-commutative real algebraic geometry [36].

Definition 4. The gradient of a (non-commutative) polynomial p(x) is a polynomial of the original non-
commuting variables x and their ‘variations’ T = (Z1,...,%y,), linear in T. This polynomial, denoted as V p(Z),
is obtained from p(x) by evaluating p(x + €x) and keeping only the terms linear in €. Informally:

V.p(z) := lim w

e—0 €

(18)

The evaluation of the x wvariables in the expression YV p(Z), i.e., any replacement of the form x — y will be
denoted as Vmp(a’:)‘
z=y

With this definition, it is easy to express the effect of a variation of the operator variables X in Eq. (17).
Let p € A(X*)*™ be a tuple of Hermitian operators, and let ¢ € RT. Setting X = X* + ¢p in Eq. (17) and
demanding stationarity of £ at order e, we arrive at the condition:

L) 72 (Ve ) =3 (ehte)

Complementary slackness (15) and Eq. (19) are the basis of a straightforward generalization of the KKT
conditions.

v (Vaf )]

J— *\ XN
X*)_O’ Vp e A(X*)<". (19)

Definition 5 (Strong ncKKT). We say that the NPO Problem (1) satisfies the strong non-commutative Karush—
Kuhn—Tucker conditions if, for any bounded solution (H*, X*,¢*) of Problem (1), there exist positive linear

functionals {p; : A(X*) = C}™, and Hermitian linear functionals {\; : A(X*) — (C}m such that
1i(gi(X*)) =0, i=1,....m, (20a)
P> ( aff ’ ) Z/M ( xgz ’ :X*) - Z/\j (Vxh](p) r:X*) =0, Vpe A(X*)Xn. (20b)
j

The problem with the above definition is that we do not know of any way of enforcing these conditions
fully in any NPO problem, unless the solution (H*, X*,™*) is known to satisfy further operator relations, or
average-value constraints of the form ¢*(p(X™*)) > 0, for some p € P. Replacing A(X*) by P in the definition
above, we arrive at a much more convenient set of constraints, phrased in terms of the solutions of Problem (2),
rather than Problem (1).

Definition 6 (Weak ncKKT). We say that the NPO Problem (2) satisfies the weak non-commutative Karush—
Kuhn—Tucker conditions if, for any solution o* of Problem (2), there exist positive linear functionals {p; :
P — C},, compatible with the constraints {g;(x) > 0}; U {h;(x) = 0};, and Hermitian linear functionals
{Aj:P— (C}’]ﬁ:/l, compatible with the constraints {h;j(x) = 0};, such that

y-( -):0 i=1,...,m, (21a)

Zuz 29:0) = SN (Vahy () =0, Vpe P™. (21b)
J

Above, we introduced notation that we will use for simplicity. First, we will call a Hermitian linear functional
P — C positive if u(pp*) > 0 for all p € P. Second, if for some Hermitian g, h € P, the functional u satisfies
the condition

1(pgp™) = 0, Vp € P, (22)
or
u(sths™) =0, Vst s eP, (23)

we will respectively write that u is compatible with the constraint g(x) > 0 or h(z) = 0.
If we were guaranteed that the weak ncKKT conditions held for Problem (2), then we could add some further
constraints to our SDP relaxation (4), namely:

Foreachi=1,...,m:



Ipf: Par = C, pf(pp™) >0, Vp € P,
uf (pgip*) >0,  Vp € P, deg(p) <k — [deg;gl)w Jl=1,...,m,
pi(sThis™) =0, Vs, s~ €P, deg(sh) +deg(s™) < 2k —deg(hj), j=1,...,m/,
w;(g:) = 0, (24a)
Foreach j=1,...,m’:

AN Py = C, MN(p+p*) R, Vp€ Py,
)\?(erhls*) =0, Vst,s7 €P, deg(s™) +deg(s™) <2k —deg(hy), [=1,...,m,

and
" (Vaf(t(x))) — Z 1; (Vagi(t(x))) + Z N (Vb (t(x))) = 0,

Vte P, deg (Vaf), deg(Vig;), deg(Vihy) <2k —deg(t), (24c)

where, for any polynomial s with V,s(p) = Y, , sipks;,, the expression deg(V,s) denotes max;  deg(sh) +
deg(s;;.), and, for any n-tuple of polynomials ¢, deg(t) = maxy, deg(tx). Note that, in order to enforce the last
condition, it is enough to consider tuples of monomials ¢t with just one non-zero entry.
At this point, the reader might wonder if we lose something when we relax the strong variant of the ncKKT
conditions. To answer this question, consider the following commutative problem:
min x (25)
st. 22 =0.

The solution is z* = 0. The commutative KKT conditions would demand that there exists A € R such that

dx? dz
0=2Ax0=X—| =—| =1 26
. dr lz=0  dxlz=0 (26)
This is obviously not the case. However, viewed as an NPO problem, Eq. (25) reads:
min Y (X
1/}(2 ) (27)
s.t. X =0.

The solution of the above is H* = C, X* = 0 and ¢* = 1 (the only state in dimension 1). Defining o*(p) :=
Y*(p(X™*)), both weak and strong ncKKT conditions then imply:

A({z,p}) = 0" (p) VpeP.

28
MsTa?s™) =0, VsT,s~ €P. (28)

The above is equivalent to

1
2’ (29)
A(z™) =0, Vn>2.

These relations do not lead to any contradiction if we just require A to be a linear functional (i.e., if we just
demand weak ncKKT). They are contradictory, though, if we expect A to be of the form A(p) = A(p(X™)).
Problem (27) is thus an instance of an NPO problem that satisfies the weak variant of the ncKKT conditions,
but not the strong one.

Can we strengthen the weak variant of ncKKT to rule out examples like Problem (27) in a manner that

we can still enforce? A close examination reveals that Eq. (29) cannot hold if we demand A to be a bounded
functional under the seminorm !

Ipllsos := inf{r € RT : v2 — pp* SOS}. (30)

Certainly, the condition 22 = 0 implies that ||z||sos = 0, and so A(x) = 0, for all bounded functionals A. Unsat-
isfactory relations such as (28) would thus be banned if we could somehow enforce that the linear functionals
{A;}; appearing in Eq. (21b) were bounded. In this regard, the Jordan decomposition [37, Theorem 3.3.10]
shows that any Hermitian linear functional of bounded norm can be expressed as the difference between two
positive linear functionals. This observation suggests the following new definition.

! More precisely, we demand A to be bounded under the norm ||||%,4 induced by |/||lsos, ie., [[A5ogs = sup{|A(p)| : p €
P, llpllsos < 1}



Definition 7 (Normed ncKKT). We say that the NPO Problem (2) satisfies the normed ncKKT conditions if,
for any solution o* of Problem (2), it holds that

Vi, j, 3 positive yi;, AT : P — C, compatible with {gi(z) > 0} U {h(z) = 0}, (31a)
such that u;(¢g;) =0, i=1,...,m, (31b)
o (Vo f (1) = > pi (Vagi(t) = > A (Vahi(t) =0, VteP", (31c)
i J
with Xj == A = A7, j=1,...,m" (31d)

From the discussion above, it is easy to see that Problem (27) does not satisfy these normed ncKKT conditions.
Indeed, the requirement that the 2 x 2 matrices M,i = )\i(pkpz“)7 with p; = 1, ps = @, be positive semidefinite
implies that the off-diagonal elements A\* () vanish, and so A(x) = 0.

It is also clear that, to enforce the constraints (31), one just needs to add to Eq. (24), for each j = 1,...m/,
the positive semidefinite constraints:

3/\.?:"16 : Par — C, )‘jcyk(pp*) 20, Vp € Py, (322)
A (pgipt) >0, WpeP, deg(p) <k — [deg;gﬂ Jl=1,...,m, (32b)
AT (shys’) =0, Vs,s' € P, deg(s) +deg(s') < 2k —deg(hy), k =1,...,m/,  (32)
A= APE TR (32d)

In spite of their name, the weak ncKKT conditions are not so weak that they always hold. Consider the
following problem:

min o(z)

33
st. — 22 > 0. (33)

The solution is, obviously, H* = C, X* = 0 and ¢* = 1. In this case, the weak ncKKT conditions would demand
the existence of a positive linear functional p, compatible with the constraint —z? > 0 and such that

—n{z,p}) =" (p), VpeP. (34)
Taking p = 1, the relation above implies that p(z) = —%. However, pu(z%) = 0 (it is non-negative due to the
positivity of p and smaller than or equal to 0 due to the constraint —x? > 0). The 2 x 2 matrix
p(1-1) u(x-l)) (u(l) —5)
= 35
(s )= ("0 (35)

cannot be made positive semidefinite, no matter the choice of u(1). Thus, said positive functional does not
exist.

Hence, not all NPO problems satisfy the weak ncKKT conditions. However, in Section IV A we will see
that all Archimedean NPO problems do satisfy a relaxed variant thereof, which we call the essential ncKKT
conditions.

Definition 8 (Essential ncKKT). An NPO Problem (2) satisfies the essential ncKKT conditions if, for any
minimizer * of Problem (2) and for all k € N, {e;}; C R there exist Hermitian linear functionals uf : Paj —
C,i=1,...,m, )\;? :Pop —C,j=1,...,m, such that

Foreachi=1,...,m:

pi(op*) +eillpll3 20, VpeP, deglp) <k,

. deg(g

wi (pgp") + €illpll3 > 0, Vp € P, deg(p) <k - {2“)} l=1,.,m,

pwi(sThis™) =0, VsT,s~ € P, deg(s™) +deg(s™) <2k —deg(hy), 5=1,...,m,

wi(sg:) = i (9:5) =0, Vs € P, deg(s) < 2k — deg(gs), (36a)
Foreachj=1,...,m :

)\;?(erhls*) =0, Vst s™ € P, deg(s™) +deg(s™) < 2k —deg(hy), I =1,...,m

(36b)

and



0" (Vo f(t(x))) — Z uf (Vagi(t(x))) — Z X} (Vahy(t(x))) = 0,
YVt € Pxn, deg (vxf) adeg (ngz) adeg (vwhj) S 2k — deg<t)7 (366)

where ||plla denotes the 2-norm of the vector of coefficients of p.

Remark 9. Rather than demanding u;(g;) = 0 (as we did in Eq. (24a)), in Eq. (36a) we demand the stronger
condition p;(sg;) = wni(gis) = 0 for all s € P. The explanation is as follows: if the ¢; were to vanish, then this
condition would follow from p;(g;) = 0 and the positivity of p; and g;. For ¢; € RT, this is no longer the case,
so we need to impose the condition by hand.

Remark 10. Enforcing the first two lines of Eq. (36a) amounts to demanding that the k**-order moment and
localizing matrices (see Eq. (5) for a definition) M*(u;), MF(u;) satisfy

M) + €1 >0, MF(u) + 1 >0, 1=1,...,m. (37)

The essential ncKKT conditions thus translate to non-trivial positive semidefinite constraints, which one can
use to boost the speed of convergence of the SDP relaxation (4).

To summarize: all Archimedean NPO problems satisfy the essential ncKKT conditions (Section IV A),
but only some of them satisfy any of the three other variants. The inclusion relations between the sets of
Archimedean problems satisfying either condition are thus All = Essential D Weak 2 Normed O Strong.

This situation is analogous to the classical case, where the KKT conditions do not hold generally, but can be
shown to hold if they fulfill a constraint qualification (see [21, Chapter 12]). In Sections IV B, IV C we will see
that, in fact, some such classical criteria can be generalized to the non-commutative realm, so as to ensure that
either the normed or the strong form of ncKKT holds in a given NPO problem.

B. State optimality conditions

Varying the state ¢ : A(X*) — C in (17) from the optimal ¢* to ¥* 4+ d¢ leads to the condition
F(X*)—al =M >0. (38)

On the other hand, complementary slackness implies that ¢*(M) = 0. This suggests that the optimal state
1* has support on the space of eigenvectors of f(X*) with minimum eigenvalue & = p*. In that case, calling
H = f(X™), we have

V" (He) = " (eH) = p*¢*(e). (39)

This implies that ¢*([H, e]) = 0. In addition, assuming (w.l.0.g.?) that ¢* is cyclic, the condition f(X*)—p* >0
is equivalent to

V(" (f(X*) =p*)g) 20, Vqge AX™). (40)

Due to (39), the second term of the left-hand side of the above equation can be written as 1¢*({f(X*), ¢*q}).
Putting everything together, we have that, for variations of the form iy (e) = ¥ (g¢* ® q) — ¥*(q*q)(e), the
optimality of ¥* implies

Y ([f(X7),p]) =0, Vpe AX"), (41a)

o (£ = SO ) 20, W e G, (410)

It is convenient to express the above constraint in terms of an abstract state o*, the solution of Problem (2),
which acts on polynomials of  rather than on the elements of A(X*). Thus, we arrive at the state optimality
conditions:

o*([f,p])) =0, VpeP, (42a)

o* <p*fp - ;{f,p*p}> >0, YpeP. (42b)

2 If 4* is not cyclic, then we can apply the GNS construction [30, 31] and find another solution of Problem (1) with the same
moments, such that the new state is cyclic.
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We obtained conditions (42) through a heuristic argument. However, they can be rigorously shown to hold.
Indeed, let Problem (2) be Archimedean and let o* be one of its solutions. Then we can apply the GNS
construction (as in [11]) to obtain a solution (H*, X*,1*) of Problem (1) such that ¢*(p) = ¢*(p(X™*)) holds
for all p € P. Moreover, the state ¢)* can be chosen to be normal, i.e., there exists a vector |¢*) € H* such
that 1p*(e) = (¢*| @ |¢*). Now, |¢*) must be an eigenstate of the operator f(X*) with eigenvalue equal to the
bottom of the spectrum of f(X*). Otherwise, there would exist a unit vector |¢) € H* with (¢|f(X*)|¢) <
(¢*| f(X*)|¢*) = p*. This would contradict the assumption that (H*, X*,*) is a minimizer of Problem (1).

The state optimality conditions (42) can therefore be assumed in any Archimedean NPO:

Proposition 11. If Problem (2) is Archimedean, then its optimizer o* satisfies the state optimality conditions
(42).

Conditions (42) allow us to incorporate new constraints to non-commutative optimization problems. Given
a Hermitian operator H, define Eo(H) as the bottom of the spectrum of H, and let Gr(H) denote the set of
so-called ground states such that o(H — Ey(H)) = 0. Then, the state optimality conditions (42) allow us to
solve optimization problems of the form

p" = min (f(X))

H, X,
s.t. gZ(X)ZO, izl,...’m7 (43)
hi(X) =0, j=1,...,m,

o€ Gr(by(X)), k=1,...,m".

As we will see in Section VI A, the ability to conduct optimizations over ground states has important appli-
cations in many-body quantum physics.

IV. NON-COMMUTATIVE CONSTRAINT QUALIFICATION
A. Essential KKT conditions

In this section, we will prove the universal validity of the essential ncKKT conditions.

Theorem 12. Any bounded solution o* of NPO Problem (2) satisfies Eq. (36). In particular, any Archimedean
NPO problem satisfies the essential ncKKT conditions.

Remark 13. Setting ¢; = 0 for all 7, essential ncKKT reduces to the SDP constraints conditions (24) implied
by weak ncKKT on the SDP relaxation (4). The reason why Theorem 12 demands non-zero ¢; is to prevent
that uf (p) = oo for some polynomials p € Poi. Think, e.g., of Problem (33): the requirement that the moment
and localizing matrices of u* be e-close to positive implies that u(1) > O (%)

To prove Theorem 12, we first define an important ideal:

Definition 14. Let J be the ideal generated by {h;};. It consists of all polynomials of the form

> vi(@)hy(@)wji (). (44)
7\l

We call Ji, C J the subspace obtained by imposing deg(vj;) + deg(wj) < k — degh; in the decomposition (44)
above.

We will also need the following technical result.
Lemma 15. Let the n-tuple of symmetric polynomials q(x) satisfy
Vihi(g(z) e T, j=1,....,m/, (45)
and let X* € B(H*)*™ be a tuple of (bounded) Hermitian operators acting on the Hilbert space H*, such that
hij(X*)=0, j=1,....,m'. (46)

Then, there exists € > 0 and an analytic trajectory {X(t) : t € [—¢, €]} C B(H*)*" of Hermitian operators such
that

hi(X(t) =0, j=1,....,m t€[—e¢,
(47)
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If, in addition, g;(X*) > 0 for all i, and, for some {s; € P};, the polynomials
si(@)gi(x) + gi(x)si(2)" + Vagi(e(x), i=1,....m, (48)
are SOS, then the trajectory X (t) also satisfies:
9i(X(t)) >0, i=1,...,m, (49)
fort €[0,¢€.

Proof. Consider the system of ordinary differential equations (ODEs)

dX (t)
=q(X
o =4, (50)
X(0)=X".
Since X7,..., X} are bounded, we can apply the Cauchy-Kovalevskaya theorem and conclude that there exists

a ball in the complex plane of radius € > 0 and with center at 0 where the solution of this differential equation
is analytic. In particular, for ¢ € [—e, €], X(¢) exists and, from the equation above, it satisfies the boundary
conditions (47).

Being polynomials of a tuple of analytic operators, {h;(X(t))}, are also analytic in the region {t € C : [t| < €}.
Due to relation (45), we have that

WX _ g,y (‘”;'Lf’f)) = Vb (a(X(1)))

(51)
= > rEa (X ) (X ()5, (X (1))
g’

Now, define H,(t) := h;(X(t)). That way, we arrive at the system of ODEs:

dH,(t)
dt

=Y (X)) Hy(Or,(X®), j=1,...,m,
Z LX) Hy (7, (X (1), 62)

H;(0) = hj(X(0)) = hj(X*)=0, j=1,...,m.
Since all the operators are bounded, this equation can be solved through any standard numerical method, e.g.:

Euler’s explicit method. Take A > 0 and consider the following time discretization: ¢t € {kA : k =0,1,2,...}.
From the equation above, we obtain the recursion relation

Hi(k+LA) = Hy(k: A) + A vt (X(RA) Hyo (ks A)r (X (RA)), j=1,...,m. (53)
3,1

Starting from the point H;(0; A) = 0 for all j, this recursion relation will always give us H;(k; A) = 0 for all £.
Taking the limit A — 0, we end up with

0= H,(t) = hj(X(t)), (54)

for t > 0. An analogous recursion relation shows that the above equation also holds for ¢ for negative times. In
sum, the trajectory {X (¢) : t € [—¢, €]} satisfies Eq. (47).

Similarly, let us assume that Eq. (49) holds. Define the variable G;(t) := w;(t)g; (X (¢))w;(t)*, where w;(t) is
the solution of the differential equation:

dwl- (t)
dt

=w;(t)s;(X (1)), w;(0)=1L (55)
For short times, w(t) is close to the identity, and thus invertible.

The function G;(t) is also analytic in t € [—¢€/, €'], for some ¢’ > 0,¢’ < e. Taking differentials, we find

dGi(t)
dt

= w(t)(s:(X(£))g:(X (1)) + 9:(X(8))s7 (X () + Vagi(¢(X (2)))wi ()"

5 wit) D s (X)) s (X (1) + D st (X () gir (X (1) sian (X (1) + D s, (X (#)hi (X (£))s7;,(X (1)) | wilt)”
1 il jl

O ) (Z s(X0)sa(X (D) + Y sTo(X()wir (8) " G (8) (wir (t)l)*sn'Z(X(t))> wilt)". (56)
il

l
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Again, we try to solve this system of equations on {G;(t)}; with the Euler explicit method. The recursion
relation is

Gl(k’ + 1; A) = Gl(k, A)

+ Awi(Ak) (Z si(X(AR))sa(X (AK)) + D shin(X (Ak))wir (Ak) " G (k; A))(wi’(Ak)1)*sii'l(X(Ak))> wi(Ak).
il 57)
Clearly, starting from positive semidefinite operators
Gi(0;A)=g;(X*) >0, i=1,...,m, (58)

it holds that G;(k; A) > 0, for all k. Taking the limit A — 0, we find that w;(¢)g;(X (¢t))w;(t)* > 0, for t € [0, €'].
Since w;(t) is invertible, this implies that ¢;(X(¢)) > 0 and thus Eq. (49) holds. O

Proof of Theorem 12. It is enough to prove the statement for ¢, = ¢ > 0, for all i. Let ¢* be a bounded
minimizer of Problem (2). For fixed k € N, consider the semidefinite program

P:=mine
€, 1L, A

s.t. € >0,
pi (pp") +elpll3 >0, Vp € P, deg(p) <k, (59a)

d

o)+ ol > 0. v e P dea() < k- | CEL] i1 = Lm (o)
p(sThys™) =0, Vs, s~ €P, deg(sT) +deg(s™) < 2k —deg(hy), j=1,...,m, (59¢)
i (59:) = pi(gis) =0, Vs € P, deg(s) < 2k —deg(gi) i=1,...,m, (59d)
Ni(sThjs™) =0, Vst s~ €P, deg(s*) +deg(s™) <2k —deg(hj), j=1,...,m/, (59¢)
o* (Vo f(p()) = Y ul (Vagilp Z/\k (Vahj(p(z))) =0, VpeP™", (591)
deg (Vo f), deg (Vagi) , deg (Vahy) < 2k — deg(p). (59)

This problem has feasible points. To see why, note that there exist Hermitian A, u satisfying Eqs. (59¢)—(59f)
iff, for all p € P*", {s;}; C P, the conditions

deg (V.. f),deg (Vagi),deg (Va )<2k deg(p),

deg(s;) < 2k — deg(g;),i = 1,. (60)
and
Vagi(p) — sigi — 9is; € Jar,i=1,...,m,
Vihi(p) € Jor,j =1,...,m/, (61)
imply that
o*(Vaf(p)) = 0. (62)

Indeed, if that were not the case, then the second and third terms of Eq. (59f) would be zero, no matter the
values of A, u, while the first term would not. Conversely, if condition (62) holds whenever Eqs. (60), (61) do,
then, by basic linear algebra, there exists a solution A, u of the linear system of equations (59¢)—(59f).

Let (H*, X*,1*) be the result of applying the GNS construction on o*, and suppose that p € P*? satisfies
Egs. (60) and (61). Then, X*, ¢ := +p satisfy the conditions of Lemma 15, and thus there exist two feasible
operator trajectories {X*(t) : t € [0,0]} C B(H*) such that

+
X*(0) = X*, diz(t T +p(X™). (63)
Hence,
* +
P (Vaf ) = o (VoS Ce)) = v (Vas x| ) = PUEEOD) s

where the last inequality follows from the fact that X = X* minimizes the expression ¢* (f(X)) over tuples
X € B(H*)*™ of feasible operators. Thus, Eq. (62) holds whenever p, s satisfy Eqgs. (60), (61).
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It follows that there exist u, A satisfying conditions (59¢)—(59f). For each i, the corresponding moment and
localizing matrices of p; might not be positive semidefinite, but, having finite entries, one can find € > 0 such
that conditions (59a), (59b) hold. We therefore conclude that SDP P is feasible.

The dual of P is the following SDP:

P* :=max —o* (V4 f(q))

95,2
st. Vagi(q) + sigi + gist — Y _(Zi)av0agioy — 3 _(Zi1)av0hgi(0h)" € Tak,
ab Lab
Vahi(q) € T, j=1,....m, (65)

ZiZO, Zi,l207 i,k:l,...,m7
> w(Zig) <1
,l

where {0y}, {0} }1 are, respectively, monomial bases for polynomials of degree k and k — PegT(g’)—‘, and Z;, Z;
are Hermitian matrices.

That is, in Problem P* one needs to maximize —o*(V, f(q)) over the polynomials g, {s;}; such that V,h;(¢) =
0 for all j, and the polynomials V,¢,(q)+s:9: +¢is5, i = 1,...,m are sums of weighted squares satisfying certain
normalization constraints.

We claim that the solution of program P* is zero. This value can be achieved, e.g., by taking ¢ = Z; =
Z;1 = s; = 0 for all ¢,{. To see that zero is the optimal value, consider any feasible point ¢, s of Problem P*.
By definition, ¢, X* satisfy the conditions of Lemma 15. Thus, there exists § > 0 and a trajectory of feasible
operators (X () : t € [0,4]) such that

X =x+, S| =g, (66)
Hence,
*U*(fo(q)) _ 7d’¢)* (fd(;((t))) o <0. (67)

The solution of Problem P* is therefore zero.

Now, SDP P is bounded from below by 0 and it admits strictly feasible points (by taking e large enough).
By Slater’s criterion, the problem thus satisfies strong duality, and so the solutions of P, P* coincide. This
implies that one can find feasible points of Problem P for any ¢ > 0. Hence, conditions (36) hold for arbitrary
{ei}i C Rt. O

1. Setting €; to zero

In Remark 13, the presence of ¢; > 0 in Theorem 12 was attributed to the impossibility of bounding the norm
of the positive semidefinite multipliers {u;};. If this intuition were accurate, then one would expect that any
algebraic bound on the norm of p; would allow one to set ¢, = 0 in Eq. (36). This is exactly what the next
theorem shows.

Theorem 16. Consider an NPO problem that satisfies the Archimedean condition. For some set of indices
I C{1,...,m}, let there exist r € RT and a tuple of Hermitian polynomials ¢ € P*™ such that

V.9i(q) + sigi + gis; — 7 SOS, Viel,
V29i(q) + sigi + gis; SOS, VigI, (68)
Viohilq) e T, j= 1,...,m.

for some polynomials {s; : i = 1,...,m}. Then, there exist positive linear functionals {u; : P — Chlier,
compatible with the constraints {g;(x) > 0}; U {h;(xz) = 0}, such that, for any k € N and {¢; : i ¢ I} C RY,
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there exist Hermitian functionals {,uiC : Pay = Cligr, {)\gC : Pa, — C}; satisfying

uf(pp*) +e|lpl3 >0, VYpe P, deg(p) <k, Vigl

pi (pgip™) + eillpll3 > 0, Vp € P, deg(p) <k — Pei(gﬂ Jl=1,...m Vi gI

M?(S‘ths_) =0, Vst,s™ €P, deg(st)+deg(s™) <2k —deg(h;), j=1,...,m, Vi &I,

¥ (sgi) = ub(gis) =0, Vs e P, deg(s) < 2k — deg(g:), Vi & I, (69)
Xj(shis™) =0, Vst,sT eP, deg( ) + deg(s *) <2k — deg(h-) j=1,...,m,

doul (Vagilt +2Ak (Vahj(t(2)) = o™ (Vs )= > ni (Vagilt >, Wt € PX7,

i1 el

deg (V. f),deg (Vegi), deg (Vihj) <2k — deg(t).
In particular, the essential ncKKT conditions (36) hold with ¢, =0 for alli € 1.
Remark 17. Note that, if weak ncKKT holds, then one can use Eq. (68) to upper bound the norm of the
Lagrange multipliers {y; : ¢ € I'}. Indeed, take p = ¢ in Eq. (21b). By Eq. (68) it then holds that

Zﬂz =9i(q Z/J/z 29i(q) + $igi + 98] >TZ/1'1 (70)

That is, for ¢ € I, p;(1), the norm of p;, is bounded above by M.
To prove Theorem 16, we will need the following simple lemma.
Lemma 18. Consider the system of linear equations in the variables y € R® given by

where A is an r x s real matrix and b € R". Then, there exists a constant K € RT such that, for any
b € im(A) CR" and any solution y of (71), there exists a solution y' of the system

Ay =V, (72)
with [ly —y'lla < Kb — V'|2.
Proof. If system (71) is solvable, then any solution y thereof can be expressed as

= A" b+, (73)

where 3 € ker(A) and AT denotes the Moore-Penrose inverse of A. Given y, b, the expression ¢y =3+ AT - ¥/
is thus a solution of Eq. (72), as long as Eq. (72) is solvable. Moreover,

ly = o'll2 < [|AFI[]b = b2 (74)
Defining K := ||A™"||, we arrive at the statement of the lemma. O

Proof of Theorem 16. By Theorem 12, for any k € N and any {¢;}; C RT, there exist functionals {u¥},, {)\k}]
satisfying Eqs. (36). Without loss of generahty, let us assume in the followmg that ¢; <1 for all 7.

We next prove that the existence of a polynomial ¢ satisfying conditions (68) implies that we can choose the
functionals {z¥ : i € I'} to have bounded entries.

First, by virtue of the first three lines of Eq. (36), we have that, for any polynomial p € Ps; admitting an
SOS decomposition (7) with the degree constraints

deg(sj) < k, 2deg(sy) < 2k — deg(g:), deg( )—|— deg( ) < 2k —deg(hy), Vi, j,l, (75)

it holds that
Fo) e | D lsil3+ > lsalls | >o0. (76)
j l

Take p = ¢ (the polynomial tuple in Eq. (68)). Provided that k is large enough so that the degree conditions (75)
of the SOS decompositions in Eq. (68) hold, this implies that there exist constants {K;}; C RT, independent
of {€;}s, such that

))+Z€iKi:ZM§( :vgl “FZQK >7"Z/vh . (77)

el
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Since 0* (V. f(q)) is bounded (by the Archimedean condition) and pf(1) + 1 > p¥(1) + ¢ > 0, it follows that
the values {|u¥(1)| : i € I'} are upper bounded by a constant C' € R™.

Also by the Archimedean condition, for any Hermitian polynomial p, there exists K, € R such that K, £ p
is an SOS. Eq. (76) then implies that, for any p € P, there exists a constant Cj,, independent of {¢;};, such
that, for k large enough,

Kpui (1) £ pf (p) + €C, > 0. (78)

If k is also large enough to accommodate the SOS decompositions in Eq. (68), we conclude by Eq. (77) that
{u¥(p) : i € I} are also bounded.

Thus, for given k' € N, we can find k¥ > k' and C € R* such that any feasible set of Lagrange multipliers
k., \F satisfies

lui(p)| < C, Viel, (79)

for all polynomials p of the form p = m+m* or p = i(m—m*), where m is a monomial of degree smaller than or
equal to 2k’. Obviously, the restrictions PU ,uk/ of said Lagrange multipliers \*, ¥ to the smaller domain Py
also satisfy conditions (36), with the replacement k& — k’. Moreover, by the argument above, for all p € Py,
i eI, ¥ (p) is bounded.

We have just proven that, for any k € N, one can choose {u¥ : i € I} bounded, independently of the value
of {ez}Z Now, by Theorem 12, for each k € N there exists feasible p* \¥ : Py, — C satisfying Eq. (36) for
€ = 1, with {,ul i € I'} bounded. Consider now the sequence of functionals ({¢f : P — C}icr)r (We extend
,uf frorn Par to P by adding zeros). Now, let ¢ € I. Since, for all monomials m € P, there exists L,, such
that |u¥(m)| < L,, for all k, we can construct a linear, invertible transformation L such that |L o u¥(m)| < 1
for all monomials m € P. By the Banach-Alaoglu theorem [38, Theorem IV.21], the sequence ({fif}ics)k, with
fi; :=Lop¥, thus admits a converging subsequence indexed by (ks)s, call {ji; : P — C}iey its limit. Finally, we
define y; ;== L~ ' o fi;. By construction, we have that, for all k € N and i € I,

Hm | =g 80
S | =l (80)

This implies that, for 7 € I and any § > 0,
M* (i) + 61> 0, MF(us) + 01> 0. (81)

It follows that MF*(u;), M (u;) > 0, for all k, and so {u;}icr are positive linear functionals compatible with
the problem constraints.

Now, fix k € N. For any s € N such that k < ks, there exist {4*}igr, {)\?’S}j satisfying the first five lines of
Egs. (69) and such that

Mf7s(vlgz +Z)‘k *(Vih;(p) = Z,Uz Vagi(p (82)

iZ1 iel

for all p € P with appropriately constrained degree. Indeed, {,uf’s}igl, {)\?’S}j can be chosen to be the

restrictions to Poy of {4 }igr, {)\?S },. The variables {u%* : i ¢ I}, {)\?’S}j in the equation above, identified by
their evaluations on a finite set of polynomials, can thus be seen as a solution of the system of linear equations

D 1 (Vagi(p) + Y X(Vahy(p) = ¢*(p), I,
gl J

pf(sThis™) =0, Vs, s~ €P, deg(s") +deg(s™) < 2k —deg(h;), j=1,....m, i ¢ T (83)
1k (sg:) = 1k (gis) =0, Vs e P, deg(s) < 2k — deg(g;), i & I,

Ni(sThjs™) =0, Vst s~ €P, deg(s™) +deg(s™) < 2k —deg(h;), j=1,....,m/,

where p, s,sT, s~ denote any polynomial of the form m +m* or i(m —m*) and m is a monomial of degree small
enough so that all polynomials involved have degree 2k or lower. The “constant vector” ¢®(p) is given by

c(p) i =o" Z i (Vaegi(p (84)

iel

Since system (83) is solvable for all s, then it is also solvable in the limit s — oo (because the image of the
corresponding matrix of coefficients, being finite-dimensional, is a closed subspace). By Lemma 18, for high
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enough s, there exists a solution {u¥ : 4 ¢ I}, {)\f}j of the system

> (Vagi(p)) + D X5 (Vah;(p) = lim *(p) = 0*(Vaf () = D 1i(Vagi(p)), Vp,
il j i€l

pf(sThys™) =0, Vs s~ €P, deg(s") +deg(s™) < 2k —deg(hy), j=1,....,m, i ¢ T (85)
i (s9:) = i (gi5) = 0,Vs € P, deg(s) < 2k — deg(g:), i & I,

Ni(sThys™) =0, Vst,s7 €P, deg(s") +deg(s™) < 2k — deg(hy), j =1,...,m/,

such that {uf : i ¢ I},{\}}; is arbitrarily close to {ubs i ¢ I},{)\?’s}j. As s increases, the moment and

localizing matrices of {u¥ : i ¢ I} will therefore differ from those of {uf’s : 4 ¢ I} by an arbitrarily small
amount. Thus, adding them li + ks times the identity, where K, tends to zero as s increases, will give positive
semidefinite matrices.

It follows that, for any e € Rt and for all k € N, there exist functionals {u¥ : i & I}, {)\k}] such that Eq. (69)
is satisfied for €; = ¢, for all ¢ & I, with {u; }ier bemg positive linear functionals compatlble with the problem
constraints. This unphes that Eq. (69) is satisfied for any {¢;}igr C R, as long as ¢; > € for all ¢ ¢ I. Since
€ € R* is arbitrary, the theorem has been proven. O

B. Normed KKT conditions

In this section, we will investigate tractable conditions under which the normed ncKKT conditions from
Definition 7 hold. To find them, we will generalize known sufficient criteria for the classical case.

In this regard, Mangasarian-Fromovitz constraint qualification MFCQ [21] stipulates that any commutative
problem of the form (9) satisfies the (commutative) KKT conditions if

{02h; (%)}, (86)
are linearly independent vectors and there exists z € R™ such that

(0:9:(x™)]2) >0, Vie Alx*),
(Ozhj(x*)|z) =0, j=1,...,m/, (87)

where A(x) denotes the set of active inequality constraints.

In Section IV B 1, we generalize MFCQ to non-commutative problems and prove that it suffices to guarantee
that the corresponding NPO problem satisfies the normed ncKKT conditions. Before we proceed, though, we
need to generalize the notion of gradient linear independence for sets of non-commutative polynomial equality
constraints. This is the subject of the next section.

1. Linearly independent gradients

Given a number of non-commutative polynomial equality constraints {h;(z) = 0}, we need to find a meaning
for the expression “their gradients are linearly independent”. Our starting point is the classical meaning of the
term.

Let {z;}; be commuting variables. Then the gradient vectors {9;h,}, are independent iff there exist vectors
v1(x), ..., vm (z) such that

(Ophjlok(2)) =65k, Jok=1,...,m'. (88)
Now, define the matrices

Pi(z) := |oj(2))(Duhyl, j=1,....m0,

s (89)
=1-) P
k=1
It is easy to see that, for all z € R", these matrices satisfy
> Bul@)z) = |2),
k
(90)

(Ouhj| Pr(x)|z) =0, Vj#k,
(Ouhjlz) =0 = (Pj(z)|z) = 0.
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In classical systems, variables form a vector x = (z1,...,2,) of scalars, and the gradient 9,h of a function
h is also an m-dimensional vector of scalars. To find out how h will change if we move the variables in some
direction z, we compute the scalar product d,h - z, thus obtaining a scalar.

In non-commutative systems, variables form a vector z = (z1,...,2,) of non-commuting objects, and the
gradient V,h(e) of a polynomial h(z) is a linear map from n-tuples of polynomials p = (p1,...,pn) to a single
polynomial V,g(p(z)). A non-commutative analog of relations (90) would thus demand the existence of m' + 1
n-tuples of polynomials Py(x, z),..., Py (x, z) in the variables x = (x1,...,2,), 2 = (21,...,2n), linear on z.
Each such n-tuple of polynomials Py (x, z) would play the role that the vector Py (z) - z played in relations (90).
Correspondingly, the tuples Py, ..., P, should satisfy the following conditions:

Y Pu(X,Z) =72, (91a)
Vah;(Pr(X, 2)) =0, Vj#k, (91b)
Vahij(Z) =0 = Pjym(X,Z)=0. (91c)

We will regard the algebraic version of constraints (91a)—(91c) as the non-commutative generalization of gradient
linear independence.

Definition 19. We say that a set of equality constraints {h;(z) =0:j=1,...,m'} has linearly independent
gradients if there exist n-tuples of symmetric polynomials in 2n variables Py(x, z), Pi(x, 2), ..., Py (z, 2), linear
in the z variables, such that,

ZPj(x,p)—pEJX", Vp € Pxn, (92a)

vmhju?k(x p)) €, Vk#j pePe (921)

EEANE Z (@) Vol (0) (851, (2)) = By () Vb (0) (B (@))" € T,
j=1,....m', k=1,...,n, peP ™ (92¢)

Here (P)y denotes the k' component of the n-tuple P.
Remark 20. One can replace Eq. (92¢) by the weaker, problem-dependent constraints

3BT, 87,41, v, s, such that
Vagi (Pi(w,) = 3 (85 (0)9ahy ()85 (0))" + 855, (0) Vahi () (85, (0))") + ssp)gs + gisi(p) € T,

l

Vel (P p)) = 32 (% 0 Vs (0)(1500)” + 751 () Vahy () (3 () ) € 7,

1
j=1,....m, k=1,...,n, p€P*". (93)

Indeed, the proofs of Lemmas 24, 28 and Theorem 27 below follow through with such a modified definition.

Unless the quotient space P/{h;}; is finite-dimensional, verifying that conditions (92) hold for all p € P*"
is a challenging endeavor. The next proposition provides a practical, sufficient condition to guarantee gradient
linear independence.

Proposition 21. Let {h;}; be a set of Hermitian polynomials, and let {ry}i C P be such that [ry,z;] € J for all
i, k. Suppose that there exist n-tuples of symmetric polynomials in 2n variables Py(z,z), Pi(x, 2),. .., Pm (z, 2),
linear in the z variables, such that

ipj(x,z) —ze(J?xm, (94a)
JV;Ohj(P (z, )) € jZ Yk # j, (94b)
PH,B7 (P, Z i (2)Vah (2)(8730(2))" = B (2) Vahy (2) (B, (2))" € TZ,
j=1,....,m', k=1,...,n, (94c)
where JZ is the set of polynomials q(x, z), linear in z = (z1,...,2y,), of the form
Zpﬂ z,2)h;(z)p;; (x, 2 +§qm (), 2i g5 () (95)

Then, the set of equality constraints {h;(x) = 0}; has linearly independent gradients.
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The proof is obvious.

Example 22. Let {h;(z) = O}}":/1 be of the form
h](l‘) = Z VijkTk + bj, (96)
k

with {v;;};xU{b;} C R. If the matrix v has linearly independent rows, then the gradients of {h;},; are linearly

independent. Indeed, let v have rank m’. Then, there exist vectors {v7}; C R” such that 3, vl - v = &1
Define thus

(Pj(@,2))k = 'Uizl/jlzl, j=1,...,m,
l

(97)

Po(w,2) =2 — ZP]-(% z).

J

The newly defined {P; }; satisfy Egs. (94). That is: for linear constraints, the commutative and non-commutative
definitions of gradient linear independence coincide.

Example 23. Consider the equality constraints {h;(z) = 0}}_; for
hj(x) ::x?—l, ji=1,...,n. (98)

This system also satisfies gradient linear independence. Indeed, define

1
(Pj(@, 2))k = G5 (25 + 252525),

(Polar, D = (et — o).

Then it can be easily verified that the n-tuples of polynomials Py,..., P, satisfy conditions (94).

The linear independence constraints are very restrictive: if a relaxed form of the weak ncKKT conditions
holds, then so does normed ncKKT. This is proved in the following lemma.

Lemma 24. Let the constraints {g;(z) > 0};U{h;(x) = 0}; be Archimedean, and let there exist bounded positive
functionals o, {u;}:, compatible with the constraints {g;(xz) > 0}; U {h;(z) = 0};, with o(1), u;(1) < K, for
some K € RT, K > 1 and such that, for all k € N, the system of linear equations
)\;’?(erhks_) =0, jk=1,....,m, deg(sThys™) < 2k,
DN (Vahy(t(2) = o (Vo f (H(2)) = Y mi(Vagi(t(@)), ¥t e P*", (100)
j i
deg(t) <2k+1—deg(f)+1, 2k+1—deg(g;), i=1,...,m,

has a solution \¥. Furthermore, let the gradients of the constraints {h; = 0}, be linearly independent. Then,
the normed ncKKT conditions hold, with |A\*||sos < O(K).

Proof. By Eq. (92b), if we set t = Py(x,p) in Eq. (100), we arrive at

(Ve f(Po(x,p))) — Z/Li(vxgi(PO(va))) =0, (101)

provided that p has sufficiently small degree (so that all relevant intermediate polynomials have degree equal
to or below 2k. Taking the limit £ — oo, it follows that the relation above holds for all p € P.
Now, consider the linear functional A; : P — C, defined by

Aj(p) =0 (sz <<Z Bhap(Bi)" + ﬁjklp(ﬁfkl)*> ))
l k
- (ngi ((Z Bup(B)" + Bj_kzp(ﬁ;rm)*> )) ; (102)
i l k

where the polynomials {5ﬁl}jkl are the ones appearing in Eq. (92c).
Note that, for r,¢ € P and any positive functional w, the functional

A(p) == w(rpt® +tpr™) (103)
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equals the difference between two positive functionals, namely,

Alp) = w™(p) —w ™ (p), (104)

for
=(p) 1= go(r £ Oplr £1)°). (105)

Now, we expand the arguments of the functionals on the right-hand side of (102), as polynomials of the form
> sipti +tipsy. Since o*, {u;} are bounded positive functionals, we find that the right-hand side of Eq. (102)
can be decomposed as a finite sum of differences of positive functionals. Thus,

A=A = AT, (106)

where the positive functionals )\;t inherit from o, {p;}; the property of being compatible with the constraints
{gi(x) > 0}; U{h;j(z) = 0};. The values )\;-t(l) correspond to expressions of the form

N = o) + 3 s, (107)

where 5%, s i are SOS. By the Archimedean condition, there exists v € Rt such that the polynomials {v —s*}U
{v-— jE} are SOS. Together with the constraints 0(1) wi(1) < K, it follows that A\*(1) < K(m + 1)v.
It remains to be seen that the newly defined X’s satisfy condition (31c). Taking ¢ = Py(z,p) in (31c) and
invoking Eq. (92b) and Eq. (101) we have that Eq. (31c) is satisfied as long as ¢ is of the form ¢ = Py(z,p).
Next, set t = Pj(x,p) in Eq. (31c), for some j € {1,...,m'}, p € P*". By Eq. (92b), all terms of the form
A (Vg hk( i (x,p))) with k # j, drop. Furthermore, by Egs. (92a), (92b), we have that

N (Vahi(p)) = D Aj (Vahy (Pe(x,p))) = Aj (Vah; (Pi(2,p))) - (108)
k

It follows that

Aj(Vah;(Pj(z,p))) = Aj(Vah;(p))
=0 (vrf (Z 5ﬁlvxhj ]kl)) Zﬂz ( x9i <Zﬂjk‘lv h )6]kl>>
= ( xf Zﬂz afgz )))a (109)

where the last equality is a consequence of Eq. (92¢). Hence, Eq. (31c) holds for t = Pj(x,p), for j =0, ..m/.
By Eq. (92a), any tuple of polynomials p can be expressed as a sum of terms of the form {Py(x,p)}r (modulo
elements of 7), and so Eq. (31c) holds in general. O

2. Non-commutative Mangasarian-Fromovitz Constraint Qualification

We are ready to generalize Mangasarian-Fromovitz constraint qualification.

Definition 25 (ncMFCQ). Consider an NPO Problem (2). We say that the problem satisfies non-commutative
Mangasarian-Fromovitz constraint qualification (ncMFCQ) if, on one hand, the equality constraints have linearly
independent gradients and, on the other hand, for i = 1,...,m, there exist r € RT and a tuple of Hermitian
polynomials g € P*™ such that

V:vgl(q) + Si9i + gZS;k -r SOS7 1= ]-7 ceey, My, (1103’)
Vihi(q) €T, j=1,....m". (110b)
for some polynomials {s; :i=1,...,m} C P.

Example 26. Let = (y1,...,Yc, 21, ., 24), and let {h;(y) = 0}, be a set of equality constraints with linearly
independent gradients. Let the remaining constraints be inequalities of the form:

gi(x) =14 g;(x) >0,i=1,...,m, (111)

where g;(x) is homogeneous in z = (21, ..., 2q¢) with degree r; > 0.
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The constraints {h;(y) = 0}; U {gi:(x) > 0}, satisty ncMFCQ. Indeed, choose (¢(z))r =0, for k =1,...,¢,
and (¢(z))g4e = —2g, for k =1,...,d. Then, on one hand, V,h;(q) = 0, for all j, i.e., Eq. (110b) holds. On
the other hand, V,g;(x)(¢) = —r;g:(x), and so

r:gi(x) + Vegi(x)(q) — r; = 0. (112)

That is, Eq. (110a) holds for » := min; r;. Since, by assumption, the equality constraints have linearly indepen-
dent gradients, the three conditions defining ncMFCQ are satisfied.

The next theorem is the non-commutative generalization of a celebrated result in classical optimization, which
states the validity of the KKT conditions under Magasarian-Fromovitz constraint qualification [21].

Theorem 27. Consider an NPO Problem (2) that satisfies both the Archimedean condition and ncMFCQ.
Then, the problem satisfies the normed ncKKT conditions.

Proof. Eq. (110a) and (110b) represent the conditions of Theorem 16 for I = {1,...,m}. Thus, there exist
positive linear functionals {y;}",, compatible with the constraints of the problem {g;(z) > 0}; U{h;(x) = 0};,
such that, for all k, the system of linear equations

)\f(erhks*) =0, j,k=1,...,m, deg(sThyps™) < 2k,
DA (Vahy(t(2))) = 0" (Vo (t(2)) = D2 pi(Vagilt()), € PX, (113)

where the degree of ¢ is appropriately bounded, has a solution A*. The conditions of Lemma 24 are, therefore,
met. Hence, the problem satisfies the normed ncKKT conditions. O

Like its classical counterpart, ncMFCQ allows one to bound the norm of the Lagrange multipliers {u;};,
{A;};- This implies that each of the SDP relaxations of the normed KKT conditions corresponds to a bounded
optimization problem.

Lemma 28. Assume that Problem (2) is Archimedean and satisfies ncMFCQ (and thus normed ncKKT). Then
we can, without loss of generality, bound the state multipliers {u,}; and {)\;E}j in Fq. (31). That is, we can find

K € RT such that
pi(1), A7 (1) < K, Vi, j. (114)

Proof. Take t = ¢ in Eq. (31c). Then we have that

o (VT (a@) "2 3 s (Vai(a(e)

(110a)
z Tz/‘i(l) —Zm(sigﬂrgis’{) (115)
(21a)

=2 wi(1).

(2

In turn, provided that the original NPO problem is Archimedean, there exists n € RT such that

n—Vaflq(z)) (116)

admits an SOS decomposition. This implies that the left-hand side of Eq. (115) is upper bounded by K. Thus,
the SOS seminorm of each of the multipliers {x;}; is bounded by .

The set of linear functionals {\;};, restricted to the set of polynomials of degree 2k or smaller, is a solution of
Eq. (100). The conditions of Lemma 24 are met, and thus there exist bounded linear functionals {S\f : P — C}y,
with norms bounded by O(n), compatible with the problem constraints and satisfying Eq. (31c¢). O

C. Strong KKT conditions

It is observed in practice that many natural NPO problems admit an exact SOS resolution, see, e.g., [11].
Namely, for some k € N, the k*" level of the hierarchy of SDP relaxations (6) has a (feasible) maximizer achieving
the exact solution of the problem. The next theorem shows that, in such a predicament, strong ncKKT holds.

Theorem 29. Consider the NPO Problem (2), and let f —p* be SOS. Then, any bounded solution (H*, X*,¥*)
of Problem (1) satisfies FEqs. (20). Therefore, if Problem (2) is Archimedean, it satisfies strong ncKKT.
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Proof. Let (H*, X*,¢*) be a bounded minimizer of Problem (1). For simplicity, in the following we use its
abstract, functional form ¢* : P — C, namely:

o”(p) = ¢*(p(X™)). (117)

By the premise of the theorem, there exist polynomials s;, s;;, s;rl, 55 such that
f—p"= Zsls?‘ + Z sigisy + Z sjlhj(sj_l)* + sj_lhj(sjl)*. (118)
1 il il

In addition,
o*(f—p")=0. (119)

It follows that
o*(s1s]) =0, Vi,

120
o*(sugisy) =0, Vil (120)
These relations, in turn, imply that, for any q € P,
o (s1) = 0" (g57) = 0, W, (121a)
0*(si19:q9) = 0*(qgisy) =0, Vi,l. (121b)

Indeed, the first relation follows from the Cauchy-Schwarz inequality or the positive semidefiniteness of the
2 x 2 matrix

( o*(qq") o*(as}) ) (122)

o*(s19*) o*(s18})
The second one, from the positive semidefiniteness of

* * * *
o'(99i47) o (agisiy) (123)
o (sugiq") o*(sijgisi;)

Now, for ¢ € R and an arbitrary vector of Hermitian polynomials p = (p;)?"_;, let us define a new state through
the relation 0%(a) := o*(7%(a)), where 7° : P — P is the homomorphism given by 7°(x;) = x; + J - p;(x). This
linear functional ¢? is indeed a state, since o® (pp*) > 0 for all p € P. However, it does not necessarily satisfy
feasibility conditions of the form o (pg;p*) > 0, 0°(s*h;s~) = 0.

We apply the state o® on both sides of Eq. (118). Taking into account Eqgs. (119), (121), and the chain rule
of differentiation, the result is

0™ (Vaf (p(2))) + O(8%) = 6 > 1(Va(gi(p(x))) + 8 Y Aj(Valhy(p(x))) + O(8%), (124)
i J
where u; denotes the positive linear functional given by
pi@) = 0* (> suqs), (125)
l
and J; is the linear functional
Ni@) = o* (D shalsp)™ + D spalsi)”)- (126)
l l
Note that A; can be expressed as the difference of two positive functionals )\;t, namely:
NE(0) 1= 5 300 (s + sdalsi & 550)"). (127)
1
Collecting the terms in Eq. (124) that depend linearly on §, we have that
0" (Vaf(p(2))) = Z 1i(Va(gi(p(2))) + Z Aj (Ve (hj(p(2))). (128)
i J

This is condition (20b).
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Finally, the positive linear functionals {y;}; satisfy complementary slackness (20a), for
pi(gi) =Y 0*(sugisy) =0, Vi, (129)
1

by Eq. (121).
It only rests to show that {u;}; and {)\ji}J can be expressed as

pi(p) = fi(p(X*)), A7 (p) = A (p(X)), (130)

for some functionals {fi; : A(X*) — C},, {/N\ji : A(X™*) — C};. This last bit follows from Eq. (117) and the fact
that both sets of functionals are defined in terms of o*. O

The reader might question the practical use of Theorem 29. How can one know in advance that a given NPO
problem will admit an exact SOS resolution? To answer this question, we need to examine the relation between
positive, non-negative and SOS polynomials.

Given a set of constraints {g;(z) > 0}; U {h;(z) = 0};, a Hermitian polynomial r is said to be positive
(non-negative) if r(X) > 0 (r(X) > 0), for all tuples of operators X satisfying the problem constraints. Think
of the polynomial f — p*, where p* is the solution of (1). This polynomial is non-negative, but not positive.

As we pointed out in Section II, if r is SOS, then it is also non-negative. The converse statement, however,
does not hold: for some Archimedean constraints, there exist non-negative polynomials r that are not SOS. It
is thus not a surprise that some instances of Problem (2) do not admit an SOS resolution.

However, some sets of noncommuting constraints {g;(xz) > 0}; U {h;(z) = 0}, have the property that any
non-negative Hermitian polynomial is SOS. Such sets of constraints are said to generate an Archimedean closed
quadratic module (or set of SOS polynomials) [39]. In the following, we provide two families of constraints that
are known to generate Archimedean closed quadratic modules.

1. Equality constraints with a faithful finite-dimensional x-representation

Proposition 30. Consider a set of equality constraints {h;(x) = 0}; such that, for some finite-dimensional
Hilbert space H*, there exist a x-homomorphism w : P — B(H*), with ker(w) = J. Then, the quadratic module
generated by {h;(x) = 0}; is Archimedean closed.

Proof. Define X} := n(zy), denote by A(X™*) the unital C*-algebra generated by X7,..., X and let p € P be
an arbitrary non-negative polynomial. Since 7(p) = p(X*) € A(X™) is a non-negative operator, then one can
define its square root p(X*)'/2. Due to the finite dimensionality of A(X*), there exists a polynomial s € P
such that p(X*)%/2 = s(X*). We thus have that

p(X7™) — s(X")s(X*)" = 0. (131)
Hence, (p — ss*) = 0, and so p — ss* € J. We have just shown that p is SOS. O

Remark 31. A set of constraints satisfying the conditions of Proposition 30 is the Pauli algebra (170), (171)
used to model many-body quantum systems, see Section VI A.

Corollary 32. Let {h;(z) = 0}; be a set of constraints satisfying the conditions of Proposition 30. Then, any
problem of the form (2) with just equality constraints {h;(x) = 0}; satisfies strong ncKKT.

2. Convexity

As it turns out, any set of convex inequality constraints defines an Archimedean closed quadratic module.
To make this statement precise, though, we need to recall the definition of convexity for non-commutative
polynomials, over an algebra or in general.

Definition 33. A Hermitian non-commutative polynomial p is convex in the C*-algebra A if, for any two
n-tuples of Hermitian operators Y1,Ys € A*"™, it holds that

p(6Y1 + (1= 8)Yy) < 6p(¥1) + (1 — 6)p(Ya), (132)

foralld eR, 0< 6 <1. If p is convex for all C*-algebras, then we call it matrix convex [40].
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As shown in [40], p € P is matrix convex iff its Hessian is matriz positive, i.e., if the polynomial

d*p(x + th)

dt? t=0 (133)
is a sum of squares on the Hermitian variables x1, ..., 2, h1,..., h,. In [40] it is also proven that matrix convex
polynomials have degree at most two.

Now we are ready to state a sufficient criterion for Archimedean closure.
Theorem 34. Let the Archimedean Problem (2) be such that
(a) {gi}: are matriz concave;
(b) the equality constraints {h;(x) = 0}, are affine linear, i.e., of the form
hi(x) =Y vikwk — by, (134)
k
and linearly independent.
In addition, let there exist r € RT and an n-tuple ¢ € PX" of Hermitian polynomials such that
gila(x)) = r (135)
s SOS, fori=1,...,m, and
hi(gz) e J, j=1,...,m'. (136)

Then, the constraints {g;(x) > 0}; U {h;(xz) = 0}; generate an Archimedean closed quadratic module. Thus, by
Theorem 29, Problem (2) satisfies the strong ncKKT conditions.

In the proof of the theorem we shall make use of Schur complements [41]:

[an a12}
*
ajy I

is positive definite iff a11 — a12a74 is positive definite.

Lemma 35. The block matrix

Proof. This is a special case of [41, Theorem 1.12]. Alternately, observe that

a1 a12]  [I a12] [a1n — azaiy O] [ a12]” 0
af, I | |0 I 0 Ijjo 1] °
Proof of Theorem 34. Let (H*,0*, X*) be a solution of Problem (1). By (135) and (136), the choice X = ¢(X*)

satisfies the constraints

gi(X)>0 foralli,  hj(X)=0 forallj. (137)

We solve the system of linear equations {h; = 0};. Without loss of generality, we express the last n —r
variables in terms of x1,...,z,. By back substitution, our Problem (1) is thus equivalent to one with m’ = 0,
i.e., one without equality constraints. More precisely, if a polynomial p has a SOS decomposition (without h;’s)
after this back substitution, then the original form of p has a SOS decomposition as in (7). It thus suffices to
consider an Archimedean Problem (1) with m’ = 0.

By the Helton-McCullough structure theorem for concave noncommutative polynomials [40, Corollary 7.1],
each g; is of the form

N
gilx) = e + Miole) — 3 Ay (a) Ay () (138)

j=1

for some ¢; € R and homogeneous linear A;;(z). (By Caratheodory’s theorem on convex hulls in finite dimensions
[42, Theorem 1.2.3], the length N of the sum of squares in (138) can be chosen independently of 7.) Such a g;
is the Schur complement of a linear pencil, namely,

G. . Ail(l‘)* 1
() = : . (139)

Ain(2) o
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Form the large block diagonal pencil L(z) := G1(x) @ - - - ® Gy () of size m(N + 1) x m(N + 1).

From g¢;(X) > 0 for all i, we deduce from Lemma 35 that L(X) > 0. For a unit vector 1) € H*, consider
&= ¢*X¢ € R™. Since L is linear and 1 is a unit vector, L(¢)*X1)) = (Iy(n41) @ w)*L(X)(Im(N_H) ® ).
Letting 0 # n € C™WV+1 | we have

(L(@)nln) = (L@ XP)nln) = (L) © $)7 LX) v 1) @ 9)nln)

. N 140
= (L(X)Im(n+1) @ V)N Tm(n41) @ )n) = (L(X)(n @ Y)|(n @1)) > 0. (140)

Now again by Lemma 35, g;(&) > 0 for all . By translating « by —&, we may assume w.l.o.g. that g;(0) > 0.
By rescaling we further reduce to g;(0) = 1, i.e., all g; are monic. We are now in a position to apply the convex
Positivstellensatz [43, Theorem 1.2] to deduce that f — p* has a SOS decomposition. Thus, by Theorem 29,
Problem (2) admits the strong ncKKT conditions. O

Corollary 36. Let the Problem (2) be such that
(a) {9:}i are matriz concave;
(b) the equality constraints {h;(x) = 0}; are affine linear, and linearly independent.

If there exists a feasible point X for Problem (2) such that g;(X) > 0 for all i, then Problem (2) satisfies the
strong ncKKT conditions.

Proof. Immediate from the proof of Theorem 34. O

Remark 37. The Convex Positivstellensatz of [43] has minimal degree. Enforcing the strong ncKKT conditions
on an NPO problem with matrix convex constraints is therefore superfluous: the first level of relaxation (6)
with degree high enough to encode the problem will already achieve convergence.

V. PARTIAL OPERATOR OPTIMALITY CONDITIONS

In some situations, one might not be able to justify all operator optimality conditions, but some subset
thereof. This is the case, for instance, when the non-commuting variables = (x1,...,,) can be partitioned
as x = (y, z), and the only constraints relating the parts y and z are commutation relations. That is,

[Zk, yl] = 0, Vk, l. (141)
As it turns out, if the remaining constraints on z satisfy convex constraints and f(y, z) is convex on z, then
a partial form of strong ncKKT holds for the variables z. Similarly, if the remaining constraints on z satisfy

ncMFCQ, then the variables z will satisfy a form of normed ncKKT. This is formalized in the following two
sections.

A. Partial normed ncKKT

Theorem 38. Consider an Archimedean NPO (2) with variables x = (y, z), with z = (z1, ..., %) such that
(a) The only constraints involving both types of variables y and z are the following:

[Yr, 2] =0, Vr,s. (142)

(b) The only remaining constraints on z satisfy ncMFCQ.

Let Py be the set of polynomials with variables z. Then, there exist positive linear functionals {u; : P;* — C};,
{NE:PS™ — C}y, both compatible with the constraints {§;(z) > 0}; U {ﬁ] () = 0}, such that

wi(g)) =0, i=1,...,mgz, (143a)
0 (Va1 ) = o mi (Viip) = 30N (Vo) =0, Wpe P57, (143b)

with A; :/\j'—)\j_,forjzl,...,mz.
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Proof. Let (H*, X*,0*) be a solution of Eq. (1). For fixed k € N, consider the following SDP:

min €
€, 00\
s.t. € >0,
,uf(pp*) + EHPHS > 07 Vp € ,PZa deg(p) < k? 1= ]-7 sy Mz,
o deg(g .
p; (pgip*) + €llpll3 = 0, Vp € Pz, deg(p) <k — {g;gﬂ s i l=1,...,mz,
uf(s+ﬁjs_) =0, VsT,s~ € Pz, deg(st) +deg(s™) <2k — deg(ﬁj), j=1,...,m, (144)

u’-“(sgi) = uf(gis) =0, VseP, deg(s) <2k—deg(gi),i=1,...,m

o (F'(p) = Do pi (V=0i(p) = AT (Vhy(p) =0, ¥p e P,

deg. ('(p)), deg (V-3s) , deg (V-h;) < 2k — deg(p), (145)
where
Y* Z*+op(Z*)) — f(Y*, Z*
o) = pim LTI 21072 (145)

and the expression deg, (o) denotes the degree of e with respect to the variables z.

Invoking Lemma 15 as in the proof of Theorem 12, we find that this SDP problem has a solution for every
€ > 0. Next, using relations (110a), (110b), like in the proof of Theorem 16, it is shown that Problem (145)
is also feasible for ¢ = 0. Moreover, we can replace the variables ,ui? by bounded positive functionals {u;};,

compatible with the constraints {g;(z) > 0}; U {h;(z) = 0};. Finally, we invoke the linear independence of the
gradients of {h;}; as in Lemma 24 to prove that {\¥}; can be replaced by linear functionals. O

B. Partial strong ncKKT

Theorem 39. Consider an NPO problem (2), not necessarily Archimedean, with variables x = (y, z), with
z=(21,...,2q) such that

(a) The only constraints involving both types of variables y and z are the following:

[Yr,2s] =0, Vrs. (147)

(b) The remaining constraints involving variables of type z are

giZ 20, i=17...,mz,
=) (148)

h](z):O’ j:17"'7m/Z’

where {§; }; are matriz concave non-commautative polynomials and {iLJ }; are linear affine polynomials with
linearly independent gradients.

(c) There exist r € RT and polynomials Q = (Q1,...,Qq) such that

9:(Q(2)) —r (149)
is a sum of squares, fori=1,...,mz, and
hi(Q(z)) = Z sij1(2)hje(2)s]5(2), (150)
1,5/
for some polynomials s/, S;-j/l, forj=1,...,m/,.

(d) Let {gi(y) > 0}; U{h;(y) = 0}; be the remaining constraints on y. Then f(y,z) satisfies

d*f(y, z + th)
2

= Z ClJ]rg(y, Z, h)[ykv Zl]gl;(ya Z, h) + 7712(2!7 Z, h)[yka hl]nfk(y» Z, h)
L,k

+ Z 91(2, h, y)gik(za h, y) + Z ail(z7 ha y)gz(y)ajl(zv h7 y) + Z L;rl(za hv y)ﬁj (y)L;l(Za h7 y)» (151)
l i J

t=0

for some polynomials ¢+, 1,0,/
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Let (H*, X™*,0*) be any bounded solution of Problem (1), with X* = (Y*,Z*), and denote by A the C*-algebra
generated by Z7,...,Zy. Then, there exist positive linear functionals {p; : A — C}; and bounded Hermitian
linear functionals {\; : A — C}; such that

wi(9:(Z2*) =0, i=1,...,mz, (152a)
o (Vo) = D (Vade®)) = A (Vehy(p)) =0, Wp e AX, (152b)

The following lemma is the key to arrive at this result.

Lemma 40. Let A be a C*-algebra, call Ay, its set of Hermitian elements. Let Z = (Z1,...,Z,) be a set
3

of Hermitian operator variables and let f : A*9 — C be a Hermitian convex function®. Given some concave

non-commutative polynomials {g;} and linear affine polynomials {ilz}, consider the optimization problem
in f(Z
2, 1)
st ;(Z)>0, i=1,...,mg, (153)

hi(Z)=0, j=1,...,m}y.
Suppose that an optimal solution exists, call it Z*.

Further assume that Problem (153) admits a strictly feasible point, i.e., there exists a feasible tuple 7 € Ax4
such that

hi(Z)=0, j=1,...,mY. (154)

Then, there exist positive linear functionals u; - A — C, i =1,...,mz, and bounded Hermitian linear functionals
At A—=C, j=1,...,m satisfying

ni(9:(27)) =0, i=1,....,mzg, (155)

such that Z* is a solution of the unconstrained optimization problem

min L(Z; p, A), (156)
ZeA

with

L(ZinN) = F(2) = Y il 2) = 3 N0y (2). (157)

Proof. It suffices to follow the classical proof of the Slater criterion for strong duality (cf. [16, §4.2]). Given Z*,
we define the sets:

A={(r,ST):r€R, S € A Te A7
321, Zn € An, f(2) < v, —5i(Z) < Siy hy(Z) = Ty, Vi, ), (158)
B :={(1,0,0): v < f(Z*)}.
Clearly, AN B = (). Also, both sets are convex. Since they live in a real normed space (namely, R x A*™Z +m/Z)

and B is open, the Hahn-Banach separation theorem [38, Theorem V.4(a)] implies that there exists a separating
linear functional (¢, p, A) and « € R such that

¢+ > pi(Si) + D N(T) =, ¥(r,S,T) € A (159a)

ov<a, Y,0,0)€ B. (159D)

Note that, from the definition of A, for any y € A, (r,S,T) € A implies that (r, S, T) € A, with S/ = S, + yy*,
and S; = §;, for j # i. Now, suppose that there exists y such that p;(yy*) < 0. Then, we could make the
left-hand side of Eq. (159a) arbitrarily small, just by replacing S; with S; +uyy*, with u € R sufficiently large.
It follows that, for all i, p;(yy*) > 0, i.e., {i;}; are positive linear functionals of A.

3 Namely, f(6Z1 + (1 —6)Z2) <6f(ZY)+ (1 —0)f(Z?), forall  €R,0< 5 <1, Z1, 2% € AJY.
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Notice as well that we can choose v to be arbitrarily small in Eq. (159b). It follows that ¢ > 0. We next
prove that ¢ > 0. Suppose, on the contrary, that ¢ = 0. From Egs. (159a), (159b) we have that

— Zui(gi(zn —~ Z Ni(hi(2)) > a > ¢f(Z%), VZ e A*P. (160)

Now, take Z = Z. We have that
#(f(2) - Z,U/z 9:(Z (161)

Thus, if ¢ = 0, u;(§:(Z)) = 0, for all i. Since §;(Z) > 0, it follows that u; = 0 for all 4. Hence we deduce that
¢ = 0 implies p; = 0 for all i. Therefore, Eq. (159a) implies that

/\j(h](Z)) > a, VZ. (162)
2

This can just be true if the left-hand side does not depend on Z at all. Now, let h;(Z) := 3, BijxZk — b;
Non-dependence on Zj implies that the functional ) j BjkA; vanishes, for all k. Now, take any W € A such
that there exists [ with A(W) # 0. Then, we have that >_, 8jxA;(W) = 0 for all k, and thus the rows of the
matrix 8 are not linearly independent. It follows that A; = O for all j. However, that would imply that the
separating linear functional (¢, p, \) is zero, which contradicts the Hahn-Banach theorem.

From all the above it follows that ¢ > 0. Dividing Eq. (160) by ¢, we have that

- B2 - M) 2 (7). vz (163)

where fi; := % 1; are positive linear functionals and 5\]- = é)\j are linear functionals.
Finally, take Z = Z* in Eq. (163). We arrive at:

)= SR 2 12 (164)

This can only be true if the second term of the left-hand-side of the equation above vanishes, i.e., if Z* satisfies
the complementary slackness condition (155). In that case,

L(Z* i, \) = f(Z%), (165)
and so, by the above equation and (163), Z* is a global solution of the unconstrained problem (156). O
Proof of Theorem 39. Let (H*,0*, X*) be a bounded solution of Problem (1), with X* = (Y*, Z*). Call A the

algebra generated by Z*. Since the only relations connecting y with z are the commutation relations (147), it
follows that the solution p* of Problem (2) satisfies

x . R VA
p" = min §(2)
st 9:(2) >0, i=1,...,mgz, (166)

hi(Z) =0, j=1,...,my,

with the function f : A — C defined as:

[(Z) =" (f(Y", 2)). (167)

Moreover, one of the minimizers of (166) is Z = Z*. This function is convex by virtue of Eq. (151), which
ensures that its Hessian is non-negative [40].

In addition, by Eqs. (149), (150), we know that the choice 7= Q(Z*) satisfies the constraints gl(Z) > (0 for all
1, iLJ(Z ) =0 for all j. We can thus invoke Lemma 40 and conclude that Z* is the solution of the unconstrained
Problem (156), for some positive linear functionals {; }; and bounded Hermitian linear functionals {);};. Next,
for any g-tuple of symmetric polynomials p on z, consider the following trajectory in A4*4

Z(t) == Z* +tp(Z™). (168)
Since Z* is a minimizer of Problem (156), it follows that
dﬁ(Z(t);,ua/\) % * 7 _
dt =0 (Var(y?, ZH; ( 0i(p ‘Z:Z*) a Z/\J (Vzhj (p)‘Z:Z*> =0

J

O:

Since this relation is valid for arbitrary p € P,?, we arrive at the statement of the theorem. O
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VI. APPLICATIONS
A. DMany-body quantum systems

A consequence of the state optimality condition (42) is that the computation of the properties of condensed
matter systems at zero temperature admits an NPO formulation. Consider, for instance, an n-qubit quantum

system. Each such qubit or subsystem j has an associated set of operators o7, 0";, oJ, which form a Pauli algebra:
(02)% = (09)* = (0))* = 1,

VPR R S S R B (170)

030y — 10y = 0,0, — 10y, = 0,0, —ioy = 0.
In a sense, these operators represent everything we can measure in any such subsystem. Being independent
systems, the operators of different subsystems commute:

0,081 =0, a,be{zyz} j#k (171)
The set of constraints (170), (171) admits (up to unitary equivalence) a unique irreducible operator representa-
tion m: P — B(C?)®", with

wod) =1 e (] § ) o1,

. 9 0 —1 .
w(od) =157 ®<¢ 0 )@H;@” 7

. i 1 n—j
m(od) =15 ® (O _01 ) RIFT" . (172)

It is easy to see that 7 satisfies the conditions of Proposition 30.
The n qubits jointly interact through a 2-local Hamiltonian. This is an operator of the form

H(J) = Zij(UjaJk)a (173)
j>k
where 0/ 1= (07, O'Z, ol) and Pjj is a polynomial of degree 2. At zero temperature, the system is described by
one of the eigenvectors of 7(H) with minimum eigenvalue. Any such eigenvector is called a ground state.
For large n, computing Eo(H) is Quantum-Merlin-Arthur-hard (QMA-hard) [44]. Quantum chemists [3-5]
(and, more recently, condensed matter physicists |9, 45-47]) use NPO to lower bound Ey(H). In essence, they
relax the problem

Eo(H) =min p(H)

st (0l = (o) =(@)P =1, j=1,...m, -

Jg) — i) = gigd —igd = gigd — jgd = P
0,0y — 10 = oyl —ioy =oloy —ioy, =0, j=1,...,n,

(03,01 =0, abe{x,yz}, j#k

through hierarchies of SDPs.

Knowing the ground state energy of a condensed matter system is very useful: if positive, it signals that the
system is unstable; if negative, its absolute value corresponds to the minimum energy required to disintegrate
it.

However, both physicists and chemists are also interested in estimating other properties of the set of ground
states. Take, for instance, the magnetization of the sample. Basic quantum mechanics teaches us that the
magnetization M of a condensed matter system at zero temperature lies in [M~, M ], with

M* = Fmin{F(@r(d_odlw) : (v] ¢ [v) € Gr(r(H))}. (175)

For instance, Wang et al. [47] study a relaxation of this problem. First, using variational methods, they derive
an upper bound Ej on Ey(H). Next, they relax the NPO problem:

i = % min{Fp(}_ o))}

sit. (09)? = (Ji)2 =(i)?=1, j=1,...,n,
, 176
o0} —iol = o}ol —io) =olo) —io) =0, j=1,...,n, (176)
(0401 =0, a,b€{zy. 2}, i #k,

p(H) < Ef.
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Any SDP relaxation of the problem above of order k will produce two quantities M ,;t, with the property that
M e (M, 317).

However, the method proposed by Wang et al. [47] is ounly feasible when good variational methods for the
considered Hamiltonian are available. Indeed, given a loose upper bound Ear on Ey(H), one should not expect
great results. Correspondingly, the numerical results of [47] are remarkable for 1D quantum systems. Those have
Hamiltonians of the form H = 3=, Pj;1(07,07*"), and one can obtain good approximations to their ground
state energies via tensor network state methods [48-50]). The results of [47] are not that good for 2D systems,
namely, qubit systems with a Hamiltonian of the form (182) below. For such systems, current variational tools
are very imprecise [51].

The state optimality condition (42) allows us to formulate Problem (175) as the following NPO:

m* =Fminp(¥» o))
j

st (0])?=(0))?=(c])*=1, j=1,...,n,
i i — i — odgd — il — oigd —igd — 0. i1 (177)
o0y — 10, =00, —ioy, =olo) —io, =0, j=1,...,n,
03,051 =0, ab=wy,2 j#k,
p € Gr(H).
In turn, the last constraint can be modeled by enforcing the relations:
o([H,p]) =0 (178)
and
* 1 *
o <p Hp — 5{H,p p}) > 0. (179)

The advantage of the formulation (177) with respect to (176) is that it does not require any upper bound on
Eo(H). Problem (177) is thus appropriate to tackle 2D and 3D systems, and even spin glasses [52].

We illustrate our technique by bounding the ground state energy and magnetization of a translation-invariant
Heisenberg model in 1D and 2D with periodic boundary conditions. All calculations were done using the toolkit
for non-commutative polynomial optimization Moment [53], the modeller YALMIP [54], and the solver MOSEK
[55]. For simplicity, the only symmetry of the problem we exploited was translation invariance. A full use of
the symmetries of problem, as done in Ref. [47], leads to dramatic improvements in performance.

In the 1D case, the Hamiltonian reads

1 n—1
H= Sy ool (180)

=0 a€{z,y,z}

where addition @ is modulo n.

Results for the energy are shown in Table I. Here, the lower bounds are much tighter than the upper bounds.
This is because when calculating the lower bound the state optimality condition (42) is only a tightening of the
SDP: without it, the SDP hierarchy (4) would converge anyway to the ground state energy. In calculating the
upper bound, however, the state optimality condition (42) is doing all the work, as without it the SDP would
converge to the system’s maximum energy.

The magnetization is given by

n—1
M=) ol (181)
i=0
Note that H has the symmetry c®"Ho®" = H, whereas the magnetization obeys c©"Mo®" = —M. This

implies that if the magnetization of the ground state |g) is m, then 0®"|g) will also be a ground state with
magnetization —m. If these states are equal (up to a global phase), this implies that m = 0. Otherwise the
ground state is degenerate and both alternatives show up. We have found numerically that for even n the
magnetization per site is always zero, and for odd n it is +1/n.

Since the SDP respects the same symmetries as the original problem, if it gives —m as a lower bound to the
magnetization, it will give m as an upper bound. Therefore we have reported the numerical results only for the
lower bound of the magnetization, together with the lowest exact value. Results are shown in Table II.

In the 2D case the Hamiltonian reads

L-1
1 . . . .
—— 4,7 ( 44D1,7 4,j@B1
H = 1 E E ol (o + 079, (182)
4,j=0 a€{z,y,2z}
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n |Lower bound Exact value Upper bound
6 —0.4671 —0.4671 —0.4671
7 —0.4079 —0.4079 —0.4079
8 —0.4564 —0.4564 —0.4564
9 —0.4251 —0.4219 —0.4189
10| —0.4515 —0.4515 —0.4306
11| —0.4460 —0.4290 —0.4020
12| —0.4492 —0.4489 —0.3886
13| —0.4475 —0.4330 —0.3987
14| —0.4518 —0.4474 —0.3013
15| —0.4506 —0.4356 —0.3001
16| —0.4509 —0.4464 —0.3013
17| —0.4501 —0.4373 —0.3004

Table I. Ground state energy per site of 1D Heisenberg model. Up to n = 10 we use all nearest-neighbour monomials of
degree up to 4, for n = 11 until n = 13 degree up to 3, and for higher n degree up to 2.

n |Lower bound Lowest exact value
6 0 0

7 —0.1469 —0.1429
8 0 0

9 —0.1118 —0.1111
10 —0.0315 0

11| —0.1379 —0.0909
12 —0.1422 0

13| —0.1378 —0.0769
14| —0.1780 0

15| —0.1742 —0.0667
16| —0.1715 0

17 —0.1693 —0.0588

Table II. Magnetization per site of 1D Heisenberg model. Up to n = 10 we use all nearest-neighbour monomials of degree
up to 4, for n = 11 until n = 13 degree up to 3, and for higher n degree up to 2.

where 0% denotes the Pauli matrix a at the (i, j) site of the square lattice. Results for the energy are shown
in Table III, and for the magnetization in Table IV.

Problem (177) can also be adapted to deal with the thermodynamic limit, n = co. In that case, we demand
the Hamiltonian to have a special symmetry called translation invariance. For one-dimensional materials, H
would be of the form:

H= Y Po/,0/™). (183)
Jj=—00

The reader could be worried by the fact that there are infinitely many operator variables. However, we can take
the state p to be translation-invariant, i.e., invariant under the *-isomorphisms

mr(0}) = ot mi(of) = ol (184)
In that case, one can relax the problem of minimizing the energy-per-site eo(H) := min, p(P(c!,0?)) to

el :=min p(P(c',0?%))

st. (09)* = (UZ)Q =())?=1, j=1,...,n,
o’iai —iod = oiag —iol =glod — iog =0, j=1,...,n, (185)

[0],08] =0, a,be{w,y,z}, j#k
p(p) = p(rr(p)) = p(zr(p)), for p,mr(p),7r(p) € Plo',...,0™).

It can be proven that lim, .~ ef coincides with the energy-per-site in the thermodynamic limit. The bootstrap
technique adds to this NPO the first optimality condition (178) [45, 56]. Note that, if p € P(c?,...,0" ") has
degree k, then the above commutator has degree k + 1 and only involves the variables o',...,o™.
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n |Lower bound Exact value Upper bound

32| —0.4637 —0.4410 —0.3647
4% —0.7077 —0.7018 —0.2383
52| —0.6732 —0.2388
62| —0.7086 —0.2389

Table III. Ground state energy per site of 2D Heisenberg model. For L = 3 we used all nearest-neighbour monomials of
degree up to 3. For L = 4 we used degree up to 3 for the moment matrix and up to 2 for the state optimality condition
(42). For higher L we used degree up to 2.

n |Lower bound Lower exact value

32| —0.2097 —0.1111
42| —0.2106 0

52| —0.3124

62| —0.3161

Table IV. Magnetization per site of 2D Heisenberg model. For L. = 3 we used all nearest-neighbour monomials of degree
up to 3. For L = 4 we used degree up to 3 for the moment matrix and up to 2 for the state optimality condition (42).
For higher L we used degree up to 2.

The bootstrap technique thus allows computing lower bounds on eg(H). It cannot be used, however, to bound
other properties of the ground states of H.

Things change dramatically when we add the optimality condition (179), for it also allows us to bound
whatever local property of the system, such as the magnetization. For 1D Hamiltonians (183), if p has degree k
and depends on the variables 02, ...,0" "1, the polynomial in Eq. (179) will be of degree 2k -+ 1 and only depend
on o',...,0". Thus, even though we are working in the thermodynamic limit, the state optimality condition
can be evaluated. This is, in fact, the case for any translation-invariant scenario in arbitrarily many spatial
dimensions.

For any local property o, the corresponding SDP hierarchies will converge to the exact interval of allowed
values for o (at zero temperature).

In order to illustrate our technique we bounded the ground state properties of the 1D Heisenberg model, with
Hamiltonian given by

1 [e%S) o
_ i _i+1
H= 1 E E Loy (186)
i=— 00 ae{z,y,}

Results for the energy are shown in Table V.

n |Lower bound Upper bound
6 —0.4671 —0.3751
7 —0.4564 —0.3930
8 —0.4564 —0.4004
9 —0.4520 —0.4045
10| —0.4516 —0.4069
11| —0.4500 —0.4084
12|  —0.4490 —0.4097

Table V. Ground state energy per site of 1D Heisenberg model in the thermodynamic limit. For comparison the exact
value is 1/4 — log(2) ~ —0.4431. We used all nearest-neighbour monomials of degree up to 4.

B. The curious case of quantum Bell inequalities

Consider a quantum bipartite Bell experiment [26, 27], where two separate parties conduct measurements
on an entangled quantum state. The first party, Alice, conducts measurement = and obtains outcome a. The
second party, Bob, respectively calls ¥, b his measurement setting and outcome. If Alice and Bob conduct many
experiments, then they can estimate the probabilities P = (P(a,blz,y) : x,y =1,...,n; a,b=1,...,d). Given
a linear functional C on P (also called a Bell functional), we wish to determine the minimum value of

C(P) := Z C(a,b,x,y)P(a,blz,y) (187)

ab,x,y
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compatible with quantum mechanics. This leads us to formulate the following NPO:

. 1
¢ =mino 3 Z Cla,b,z,y){Eqja, Fyy}

a,b,x,y
s.t. Eqp 20, Va,z,
> By —1=0, Va, (188)
Fb|y >0, Vba Y,

> By, —1=0, ¥y,
b
[Ea|9can\y] =0, Va,b,%y«

As we can appreciate, taking the partition X = (F, F), the NPO satisfies the conditions of Theorem 39, with
a|x( )= ley( )= % for all a,b,z,y.
It so happens that the solution (E*,F*) of Problem (188) can be chosen such that the non-commuting
variables are all projectors [57]. That is,

(E3.)? = Eyyn Va,z,

alz alz»

* \2 * (189)

(Fyy)" = Fp,, by
Next, we apply Theorem 39 independently to Alice’s algebra A (generated by the projectors E*’s) and to Bob’s
algebra B (generated by the projectors F*’s). The partial strong ncKKT conditions imply that we can, not only
demand the state o to be compatible with relations (189), but also the Lagrangian multipliers of Alice’s /‘;4\17 A

and Bob’s ,uffy, )\f to be respectively compatible with the constraints {Eiu —FEqp =0} o U{1 =3, Eqjz = 0}

and { bly Fb|y = O}y,b @] {1 — Zb Fb|y = O}y
Calling Pg (Pr) the set of polynomials on the E’s (F’s), the operator optimality relations for the E’s read:

,uf‘z(s ) >0, Va,z,Vs€ Pg, (190a)
'L‘f\m 5((Earjar)? = Ear|ar ) 0, Va,d,z,2', Vs, s € Pg (190b)

( )s
e ‘z( (ZE et — 1) ) 0, VYa,z,2’,Vs,s € Pg, (190c)
!) =

A <s((Ea‘$ Eojw) 0, Va,z,2', Vs, s €Pp (190d)
A _ Y\ /
AL <S(ZG:EQ|$ 1)5 ) 0, Vz, Vs, s €Pg, (190e)
uaA\z(EaW) = 07 vau fE, (190f)
1
53 2. Clabz.y){p. Fyy} | = mile () + 31 (p),  Va,x, ¥p € Pr. (190g)
by

The operator optimality relations for the F’s are the same, under the replacements £ — F, a — b, z — v,
Pr — Pr, A — B. The reader can find the full optimization problem, including the state optimality conditions
in Appendix A.

1. Only two outcomes

When a, b can only take two values, it is customary to rewrite Problem (188) in terms of ‘dichotomic operators’
Az, By. The problem to solve is thus

min o (H)
1-A, 1+ A,
s.t >0, + >0, Vux,
2 2 (191)
~ B, 1+ B,
5 >0, 5 >0, Wy,
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where H is the Bell polynomial
1
5ch{Am,By} +) deAe+ Y eyBy. (192)
x,y x Y

To simplify notation, we define the polynomials

1 1
Fpi= ; icmyBy + idmﬂ, (193a)
Gy = E 1c A, + 1e I (193b)
Yy - 2 Y x 2 Yy

which allow us to express H as

H=> {Fa, A} + > e,By = {Gy. By} + > duA,. (194)

As before, it can be shown that the minimizers (A*, B*) can be chosen such that
(A7) = (B))? = 1. (195)

Thus, once more we can apply Theorem 39 to the algebra A generated by Aj,..., A% and conclude that one
can add new state multipliers p;, i to the problem, with the properties:

pE(s(A2, —1)s') =0, Vo', Vs, s’ € A, (196a)
1+ A4

uE ( 5 7”) =0, Vaz, (196b)

o ({p, Fo}) = 3 (p) — 11z (p), Vaz, ¥p € A. (196¢)

If one does not wish to introduce new variables p into the NPO problem, it is easy to get a relaxation of
the conditions above that only involves evaluations with the already existing variable o.

Let B .= % From Eq. (196b) and the positivity of uF, an analogous argument to the one used to derive
Egs. (121) shows that

e (Exp) =y (pE;) =0 Vpe A (197)
Taking p = {A,, ¢} we find that
1y ({Aesa}) = Fiiz (04 AsgAy) = 0. (198)
Thus, if we set p = —{A,, ¢} in Eq. (196¢), we arrive that
—o ({{As,a}, Fa}) = 1 (g + AvqAs) + 1™ (q + ApqAy). (199)

In particular, taking ¢ = ss*, we have that
—o ({{A, 58"}, Fu}) = pt (58" + Apss™Ay) +p (ss* 4+ Ayss*A,) >0, Vs € Pg. (200)
Setting p = [As, ¢] in Eq. (196¢) and using Eq. (197), we obtain another useful constraint:
o ({[Aed Fo}) =0, Vg A (201)

Constraints (200), (201) are, respectively, extra positivity and linear conditions that one can apply to the already
existing variables of the ‘quantum NPO’ (188).

2. Numerical implementation

In order to implement numerically the constraints (200) and (201), together with the analogous constraints
for Bob and the state optimality conditions (42), we express them in terms of a basis of monomials. Let {m:};
and {m?}; be a basis of monomials belonging to Alice’s and Bob’s algebra of operators, and {m;}; a basis for
the entire algebra. Then the equality constraints become

o (Fu[Az,mi']) =0, (202a)
0, (202b)
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o ([H, mi]) = 0, (202¢)

where we are using the fact that F, commutes with every element of Alice’s algebra, and the analogous con-
dition for Bob. The positivity conditions (200) are equivalent to the positive semidefiniteness of the matrices
{a®}4,{BY}y,~, with elements given by

g = —o (}}{Ax,mf*mf}) , (203a)
ﬁ%::_%TG%{Bynnfﬂnf}), (203b)

1
Vij =0 (memj — i{H’ m;‘mj}> . (203c)

Note that, when dealing with Bell inequalities, it is more usual to formulate the problem as a maximization
instead of a minimization [1]. One can adapt the KKT constraints for maximization by simply flipping the sign
of the positivity conditions (203).

In order for the interior point algorithm to work reliably, it is vital to ensure that the problem we are solving
is strictly feasible, that is, that there exists a point that satisfies all the equality constraints and has strictly
positive eigenvalues in the positive semidefiniteness constraints [58]. Although the vanilla NPA hierarchy is
always strictly feasible [59], this is in general not true when additional constraints are enforced [60]. This is in
fact the case here, as the matrix v will necessarily have linearly dependent columns, and therefore some of its
eigenvalues will be zero. To see that, we use Eq. (202c) to rewrite Eq. (203c) as

i = o(mi[H,mj]). (204)

This implies that a sufficient condition for some columns v ; to be linearly dependent is that the corresponding
operators [H,m;] are linearly dependent. This is always the case if m; = I, as [H,I] = 0, or if {m;}; is a
set of monomials that can express H itself, as [H, H] = 0. Additional linear dependencies can show up for
specific choices for H. In the Bell inequalities we consider in this section, the only additional dependencies
that appeared were in the case of the tilted CHSH (205), for which [H,{Ag, A1}] = [H,{Bo, B1}] = 0. We
removed these dependencies simply by removing enough monomials from the set used to define v. We verified
numerically that after doing that, the problem was always strictly feasible.

We illustrate the technique with Bell inequalities in the 2222, 3322, and 4422 scenarios. All calculations
were done using the toolkit for non-commutative polynomial optimization Moment [53], the modeller YALMIP
[54], and the arbitrary-precision solver SDPA-GMP [61]. We are particularly interested in checking whether we
have achieved convergence at some level. To do so, we verify that the moment matrix is flat [14, 62-65] or, in
physicists’ slang, that it has a rank loop [2]. We remark under the corresponding table whether it holds.

We start with a tilted version of the CHSH inequality [66], with an additional 7(Ay + By) term [67, 68]. In
full correlation notation the coefficients table is given by

0] 7
1 1]- (205)
0 -1

This table, which represents a Hermitian polynomial on the operators 1, {A;},,{By}, has to be understood as
follows: the rows are labeled by the operators O = (1, Aj, As); the columns, by the operators O’ = (1, By, Bz).
The Oy, Oj-th entry of the table corresponds to the coefficient multiplying %{Oj, 0.}

For two different values of 7, we upper bound the maximum average of this polynomial, see Tables VI and
VII. As 7 tends to 1 the level at which the NPA hierarchy converges exactly seems to get ever higher.

level NPA NPA+KKT
2 13.9003 2967 |3.9003 1859
3 13.9001 6474|3.9001 6389
4 13.9001 6389

Table VI. Results for the tilted CHSH inequality with 7 = 0.95. For comparison, the best known lower bound is
3.9001 6389 9372. With the KKT constraints we get a rank loop at level 3, and without at level 4.

Our next example is the well-studied 13322 inequality [69-71]. In full correlation notation the coefficients
table is given by

1|-1]-1 -1 -1
2 _ 206
4l-1)-1 -1 1 (206)

0)-1 1 0
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level NPA NPA+KKT
2 13.9800 1157(3.9800 1078

3 [3.9800 0416{3.9800 0280
4 13.9800 0217|3.9800 0132
5 13.9800 0156
6 [3.9800 0132

Table VII. Results for the tilted CHSH inequality with 7 = 0.99. For comparison, the best known lower bound is
3.9800 0132 8893. With the KKT constraints we find a rank loop at level 4; without, at level 7.

The results are shown in Table VIII. Its maximal violation is conjectured to occur only for an infinite-dimensional
system [70], and a rank loop implies the existence of a finite-dimensional system achieving the maximum.
Therefore we expected to find no rank loop here, as was indeed the case. For increased efficiency the calculations
here were done without the positivity conditions (203), as they did not seem to improve the results.

level| NPA  |NPA+KKT

2 [1.2509 3972[1.2509 3965
1.2508 7556|1.2508 7554
1.2508 75401.2508 7538
1.2508 7538

Tt o~ W

Table VIII. Results for the 13322 inequality. For comparison, the best known lower bound is 1.2508 7538 4513. No rank
loop was found.

Our final example is the 1395, inequality [72], that had a gap between the best known lower bound and the
best known upper bound (see Table IV of Ref. [73]). In full correlation notation the coefficients table is given
by

—12|-1 -1 -2 4

e o2

R (207)
2| 1 1 -2 2

41 2 2 2 =2

The results are shown in Table IX. For increased efficiency the calculations here were done without the positivity
conditions (203), as they did not seem to improve the results.

level NPA NPA + KKT
2 10.5070 6081| 0.5020 4577
3 10.4677 5783| 0.4676 7939
4 10.4676 7939

Table IX. Results for the inequality I3%,. For comparison, the best known lower bound is 0.4676 7939. With the KKT
constraints we get a rank loop at level 3, and without at level 4.

We have also experimented with the weak ncKKT conditions from Definition 6, even though they are not
proven to hold for this problem. In all cases we got the same numerical answer as with the partial KKT
conditions, except in the tilted CHSH case (205), where we got numerical problems.

VII. CONCLUSION

In this work, we have generalized the KKT optimality conditions to non-commutative polynomial optimiza-
tion problems (NPO). Those enforce new equality and positive semidefinite conditions on the already existing
hierarchies of SDPs used in NPO.

The state optimality conditions (Eq. (42)) and essential ncKKT, a loose version of the operator optimality
conditions, hold for all problems. In contrast, normed and strong ncKKT conditions need to be justified
through some constraint qualification. The existence of an SOS certificate to solve the NPO problem is enough
to guarantee that the strong ncKKT conditions hold. This property is difficult to verify for most NPO problems
a priori. However, we found that it is satisfied by all Archimedean NPO problems with strictly feasible convex
constraints or a faithful finite-dimensional representation.
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In addition, we generalized a known ‘classical’ qualification constraint: Mangasarian-Fromovitz Constraint
Qualification (MFCQ), which legitimates the use of normed ncKKT conditions in NPO. We also presented very
mild conditions that guarantee that at least some relaxed form of either the normed or the strong ncKKT
conditions holds. Those conditions are satisfied in the NPO formulation of quantum nonlocality, and thus have
immediate practical applications.

We tested the effectiveness of the non-commutative KKT conditions by upper bounding the maximal violation
of bipartite Bell inequalities in quantum systems. We found that the partial ncKKT conditions do improve the
speed of convergence of the SDP hierarchy, sometimes achieving convergence at a finite level. This hints that
the collapse of Lasserre’s hierarchy of SDP relaxations [24] under the KKT constraints, proven in [33], might
extend to the non-commutative case.

Similarly, we applied the state optimality conditions to bound the local properties of ground states of many-
body quantum systems. Prior to our work, there was no mathematical tool capable of delivering rigorous bounds
that did not rely on variational methods, see [47]. It is intriguing whether the state optimality conditions can
be integrated within renormalization flow techniques, like those proposed in [46]. That would allow one to skip
several levels of the SDP hierarchy through a careful (Hamiltonian-dependent) trimming of irrelevant degrees
of freedom, thus delivering much tighter bounds on key physical properties.
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Appendix A: NPO for quantum nonlocality

What follows is the original NPO formulation to compute the maximum quantum value of a Bell functional.
We have added the partial operator KKT conditions derived in Section VI B, together with the state optimality
conditions (42).
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