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We consider the problem of optimizing the state average of a polynomial of non-commuting
variables, over all states and operators satisfying a number of polynomial constraints, and
over all Hilbert spaces where such states and operators are defined. Such non-commutative
polynomial optimization (NPO) problems are routinely solved through hierarchies of semidef-
inite programming (SDP) relaxations. By formulating the general NPO problem in La-
grangian terms, we heuristically derive first-order optimality conditions via small variations
in the problem variables. Although the derivation is not rigorous, it gives rise to two types
of optimality conditions—–state and operator—–which are rigorously analyzed in the paper.
Both types of conditions can be enforced through additional positive semidefinite constraints
in the SDP hierarchies. State optimality conditions are shown to be satisfied by all NPO
problems. For NPO problems with optimal solutions (such as, e.g., Archimedean ones) they
allow enforcing a new type of constraints: namely, restricting the optimization over states to
the set of common ground states of an arbitrary number of operators. Operator optimality
conditions are the non-commutative analogs of the Karush–Kuhn–Tucker (KKT) conditions,
which are known to hold in many classical optimization problems. In this regard, we prove
that a weak form of operator optimality holds for all NPO problems; stronger versions re-
quire the problem constraints to satisfy some qualification criterion, just like in the classical
case (e.g.: Mangasarian–Fromovitz constraint qualification). We test the power of the new
optimality conditions by computing local properties of ground states of many-body spin
systems and the maximum quantum violation of Bell inequalities.
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1. INTRODUCTION

Non-commutative polynomial optimization (NPO) studies the problem of minimizing the
bottom of the spectrum of a polynomial of non-commuting variables, over all operator represen-
tations of these variables satisfying a number of polynomial equations and inequalities. As it
turns out, in quantum mechanics many interesting physical quantities such as energy, spin and
momentum are represented by operators satisfying polynomial constraints. Consequently, nat-
ural applications of NPO have been found in quantum information theory, quantum chemistry
and condensed matter physics in the last decades. Examples of practical NPO problems include
computing the maximal quantum violation of a Bell inequality [61, 62], the electronic energy of
atoms and molecules [54, 55, 60], the ground state energies of spin systems [5, 7, 25, 77], or the
ground state behavior of fermions at finite density [48].

From the work of Pironio et al. [74], (see also Refs. [11, 18, 29, 61, 62]), we know that all NPO
problems involving bounded operators can be solved through hierarchies of semidefinite programs
(SDPs) [64, 86] of increasing complexity. While the first levels of said hierarchies provide very
good approximations for many NPO problems, sometimes there are considerable gaps between
the lower bound provided by the SDP solver and the conjectured solution of the problem. That
is, even though the SDP hierarchies converge for any problem, for some NPO problems they
seem to converge too slowly. This leaves many important problems in quantum nonlocality and
many-body physics unsolved, due to a lack of computational resources.

In this paper, we introduce an improved and stronger method to tackle NPO problems.
The main idea is that NPOs, like classical optimization problems, very often obey a number of
optimality relations, which in the classical case are dubbed the Karush–Kuhn–Tucker (KKT)
conditions [37, 41]. In the present work, we adapt and generalize these conditions to the non-
commutative setting. We find that they come in two flavors: state and operator optimality
conditions, both of which take the form of positive semidefinite constraints on top of the original
SDP hierarchies [74]. Optimality constraints on the solutions of specific NPO problems stemming
from first-order differentiation have already been considered in the literature [33], although not
in the context of deriving new or improving existing numerical methods. Motivation aside, our
contribution differs from this earlier work in the generality and scope of our optimality conditions,
which we believe exhaust the set of first-order optimality constraints and can be applied to a
large variety of NPO problems.

Our new optimality conditions come with two benefits: on one hand, they boost the speed
of convergence of the original SDP hierarchy, often yielding convergence at a finite level. On
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the other hand, they allow us to enforce new types of constraints on NPO problems, such as
demanding that the states over which the optimization takes place are the ground states of certain
operators. We exploit this feature in Sections 3.1 and 6.1, where we extract certified lower and
upper bounds on local properties of the ground state of many-body spin systems. Remarkably,
the ground state condition can be enforced in translation-invariant quantum systems featuring
infinitely many particles. This allows us to make rigorous claims about the physics of quantum
spin chains in the thermodynamic limit, thus solving an important open problem in condensed
matter physics.

As in the classical, commutative case, careful study is required to justify exactly when the new
non-commutative optimality conditions hold. While the state optimality conditions are easily
seen to hold in all NPO problems, justifying the corresponding operator optimality conditions
(the non-commutative Karush-Kuhn-Tucker conditions, or ncKKT conditions) requires more
work. In this context, we show that: (a) essential ncKKT, the most relaxed variant of the
operator optimality conditions, holds in all NPO problems; (b) normed ncKKT, a substantially
strengthened version, holds in all “bounded” NPO problems that satisfy the non-commutative
analog of the Mangasarian–Fromovitz conditions [68]; (c) the even more restrictive strong ncKKT
conditions hold if either the NPO problem is convex or its solution is achieved at a finite level
of the original SDP hierarchy.

Since the NPO formulation of quantum nonlocality only seems to satisfy essential ncKKT
conditions, we also provide sufficient conditions that guarantee that either normed or strong
ncKKT condition partially holds in a given NPO problem. Namely, in scenarios where the set
of all variables can be partitioned into subsets that commute with each other and the remaining
constraints and objective function for each of these parts are convex (satisfy the non-commutative
Mangasarian-Fromovitz conditions), then a relaxed form of strong (normed) ncKKT holds. This
result allows us to enforce more powerful optimality conditions on quantum nonlocality problems,
with the resulting boost in convergence.

Guide to the paper. The structure of this paper is as follows: In Section 2.1 we re-
call optimization of commutative polynomials and then in Section 2.2 we move to the class of
non-commutative optimization problems that we consider in this paper, and present their corre-
sponding hierarchies of SDP relaxations. In Section 3, we propose several generalizations of the
first-order conditions for the non-commutative framework, which will allow us to incorporate ex-
tra constraints into our optimization problems. The necessity of the state optimality conditions
will be already proven in Section 3.1. Sufficient criteria for the validity of the different forms of
operator optimality are presented in Section 4. Section 5 investigates when it is legitimate to
enforce the new optimality conditions partially. In Section 6, we will conduct numerical tests to
see how the optimality conditions perform in practical problems. In this regard, we present two
applications: the computation of the local properties of many-body quantum systems at zero
temperature (Section 6.1) and the maximum violation of bipartite Bell inequalities (Section 6.2).
We then present our conclusions.

While conducting this research, we found that Fawzi et al. [21] had independently arrived at
the state optimality conditions (3.2). In their interesting preprint, the authors provide a sequence
of convex optimization relaxations of the set of local averages of condensed matter systems at
finite temperature. When the temperature parameter is set to zero, their convex optimization
hierarchy turns into an SDP hierarchy, which coincides with the one presented in Section 6.1 of
this paper.
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2. BACKGROUND ON POLYNOMIAL OPTIMIZATION THEORY

2.1. Classical polynomial optimization

In this section, we informally introduce the state-of-the-art on optimization of commutative
polynomials through hierarchies of semidefinite programs. For a more detailed account, we refer
the reader to [45, 46, 67].

Consider a classical polynomial optimization problem, i.e., a problem of the form:

p⋆ :=min f(x)

s.t. gi(x) ≥ 0, i = 1, . . . ,m,

hj(x) = 0, j = 1, . . . ,m′,

(2.1)

where x = (x1, . . . , xn) is a vector of real variables, and f, gi, hj are real-valued polynomials
thereof. Given a function s(x), call ∂xs its gradient, i.e., ∂xs =

(
∂s(x)
∂x1

, . . . , ∂s(x)∂xn

)
. In this

commutative scenario, the Karush–Kuhn–Tucker (KKT) conditions read:

∃{µi}i ⊂ R≥0, {λj}j ⊂ R,

such that ∂xf
∣∣∣
x=x⋆

=
∑

i∈A(x⋆)

µi∂xgi

∣∣∣
x=x⋆

+
∑
j

λj∂xhj

∣∣∣
x=x⋆

,

µigi(x
⋆) = 0, ∀i,

(2.2)

where x⋆ is an optimizer of (2.1).
The optimal solutions of many classical optimization problems, even those involving non-

polynomial functions, are known to satisfy the KKT conditions, also known as first-order opti-
mality conditions [37, 41]. Sufficient criteria to ensure that the KKT conditions hold are dubbed
‘constraint qualifications’. A well-known instance of the latter is Mangasarian-Fromovitz con-
straint qualification MFCQ [68], which stipulates that any problem of the form (2.1) satisfies the
(commutative) KKT conditions if

{∂xhj(x⋆)}j linearly independent, (2.3)

and there exists |z⟩ ∈ Rn such that

⟨∂xgi(x⋆)|z⟩ > 0, ∀i ∈ A(x⋆),
⟨∂xhj(x⋆)|z⟩ = 0, j = 1, . . . ,m′, (2.4)

where A(x) denotes the set of active inequality constraints, i.e., the set of indices i ∈ {1, . . . ,m}
for which gi(x) = 0.

Polynomial optimization problems can be tackled via the Lasserre-Parrilo moment-SOS hi-
erarchy of semidefinite programming (SDP) relaxations [44, 72]. This is a sequence of SDPs,
with solutions (pk)k, such that p1 ≤ p2 ≤ · · · ≤ p⋆. Moreover, if the constraints of Problem
(2.1) imply that any feasible point x is bounded (more precisely, the constraints in (2.1) satisfy
a condition known as Archimedeanity, see below), then it holds that limk→∞ pk = p⋆.

In [65], Nie shows that generically, if we explicitly add the KKT constraints (2.2) to Problem
(2.1) and then we apply the Lasserre-Parrilo construction, we end up with a hierarchy of SDP
relaxations that collapses at a finite order. Namely, there exists k̄ ∈ N such that pk̄ = p⋆. Harrow
and Natarajan go one step beyond in [28], by upper bounding k̄ for a large class of polynomial
optimization problems with applications in quantum information theory.

The overarching goal of this paper is to generalize these methods to non-commutative poly-
nomial optimization problems, which are the subject of the next subsection.
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2.2. Non-commutative polynomial optimization

In this section, we summarize current notions and methods in non-commutative polynomial
optimization (NPO). If the reader wishes to deepen on these matters, we recommend the reviews
[63], [11].

First, let us set the notation to be used throughout the paper. In this work, we will be inter-
ested in polynomials with complex coefficients of n non-commuting variables x = (x1, . . . , xn).
We will denote by C⟨x⟩ the set of all such polynomials; the set of monomials or words of the
alphabet x will be called ⟨x⟩. By C⟨x⟩d and ⟨x⟩d we will respectively mean the set of polynomials
or words of degree smaller than or equal to d.

The set C⟨x⟩ comes with an involution ∗, which has the effect of conjugating the coefficients of
the polynomial and inverting the order of the monomials. A polynomial p(x) is called symmetric
or Hermitian if p(x) = p(x)∗. Note that, according to this definition, the variables x1, . . . , xn
themselves are Hermitian.

The variables x1, . . . , xn are meant to model Hermitian elements of a complex C∗-algebra
A, namely, a Banach algebra with an involution ∗ such that ∥aa∗∥ = ∥a∥2, for all a ∈ A.
Note that, for any Hilbert space H, the set of bounded operators B(H) with the operator norm
is a C∗-algebra. In fact, for every C∗-algebra, there exists a Hilbert space H such that A is
isomorphic to some closed ∗-subalgebra of B(H). A state ψ in A is a linear functional ψ : A → C
satisfying: ψ(a∗) = ψ(a)∗ for all a ∈ A (Hermiticity), ψ(1) = 1 (normalization) and ψ(aa∗) ≥ 0
(positivity). Given an algebra A with an operator representation in B(H), any normalized vector
|ψ⟩ ∈ B(H) defines a state ψ through ψ(•) = ⟨ψ|π(•)|ψ⟩, where π is the ∗-homomorphism that
maps elements of A into B(H). A state ψ is normal if there exist vectors {|ψk⟩}k ⊂ H such that
ψ(•) =

∑
k⟨ψk|π(•)|ψk⟩.

For a tuple of Hermitian operators X ∈ B(H)n, A(X) will denote the unital ∗-subalgebra of
B(H) generated by X, i.e., linear combinations of finite products of the Xi. Its closure in the
norm is a C∗-subalgebra of B(H), denoted C∗(X). Finally, its bicommutant (that is, the set
of all elements of B(H) that commute with all elements that commute with all Xi) is the von
Neumann algebra generated by X, denoted W ∗(X). By von Neumann’s bicommutant theorem
[83, Theorem II.3.9], A(X) is dense in W ∗(X) in the weak or strong operator topology.

We are ready to define NPO problems.

Definition 2.1. Let x = (x1, . . . , xn) be a tuple of non-commuting variables, and let f , {gi : i =
1, . . . ,m}, {hj : j = 1, . . . ,m′} be symmetric polynomials on those variables. Then, the following
program is a non-commutative polynomial optimization (NPO) problem:

p⋆ := inf
H,X,ψ

ψ(f(X))

s.t. gi(X) ≥ 0, i = 1, . . . ,m,

hj(X) = 0, j = 1, . . . ,m′,

(2.5)

where the minimization takes place over all Hilbert spaces H, states ψ : B(H) → C and Hermitian
operators (X1, . . . , Xn) ∈ B(H)n.

A non-commutative polynomial optimization (NPO) problem [11, 74] is the natural analog of
a polynomial optimization problem [44, 46, 75]. Computing the maximal quantum violation of
a Bell inequality [8, 10, 85] or the energy of a many-body quantum system [2] are examples of
NPO problems.

Remark 2.2. One might think of extending the definition of NPO problem to also allow equality
constraints of the form h(X) = 0, with h not necessarily a Hermitian polynomial. However, such
problems are also encompassed in the definition above. Indeed, any constraint of the form
h(X) = 0 is equivalent to the double constraint {h1(X) = 0, h2(X) = 0}, where

h1 := h+ h∗, h2 := i(h− h∗) (2.6)
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are Hermitian polynomials.

Remark 2.3. Equality constraints of the form h(x) = 0, with h ∈ C⟨x⟩ Hermitian, are equivalent
to the inequality constraints {h(x) ≥ 0,−h(x) ≥ 0}. However, the relaxations that we next
present to tackle Problem (2.5) do make a distinction between both ways of modeling equality
constraints. Ditto for the operator optimality conditions that we introduce in Sections 3.2 and
5. In both cases, separately handling equality constraints using ideals as we do here is more
efficient than handling two inequality constraints.

The formulation (2.5) of the NPO problem is very difficult to work with: since the optimal
Hilbert space H⋆ (if it exists) might well be infinite dimensional, it requires conducting an
optimization over infinitely many variables! Luckily, Problem (2.5) can be relaxed to an (as we
next see, more tractable) optimization over linear functionals on C⟨x⟩, i.e., elements of C⟨x⟩∗.
In this regard, the following two definitions will be useful.

Definition 2.4. A linear functional σ : C⟨x⟩ → C is Hermitian if σ(p) ∈ R for all Hermitian
p ∈ C⟨x⟩. A (Hermitian) linear functional σ : C⟨x⟩ → C is positive if σ(pp∗) ≥ 0, for all
p ∈ C⟨x⟩. These notions naturally extend to linear functionals A → C for any ∗-algebra A.

Given a feasible point (H, ψ,X) of Problem (2.5), the linear functional σ : C⟨x⟩ → C, defined
through

σ(p) := ψ(p(X)) (2.7)

is obviously Hermitian and positive. Moreover, it satisfies σ(1) = 1.
To model the problem constraints, we will resort to the following two notions from algebraic

geometry.

Definition 2.5. Given a vector of Hermitian polynomials h = (h1, . . . , hm′), the ideal generated
by h is the set of polynomials of the form:

I(h) =

∑
j,k

p+j,khjp
−
j,k : {p

+
jk}jk ∪ {p−jk}jk ⊂ C⟨x⟩

 . (2.8)

We will denote by I(h)d the set of polynomials admitting a decomposition as above with deg(p+j,k)+

deg(hj) + deg(p−j,k) ≤ d, for all j, k.

Definition 2.6. Given a vector of Hermitian polynomials g = (g1, . . . , gm), the quadratic module
generated by g is the set of polynomials of the form:

M(g) =

∑
k

pkp
∗
k +

∑
i,k

pikgip
∗
ik : {pj}j ∪ {pik}ik ⊂ C⟨x⟩

 . (2.9)

We will denote by M(g)d the set of polynomials admitting a decomposition as above with
2 deg(pk), 2 deg(pik) + deg(gi) ≤ d, for all i, k.

Note that both ideals and quadratic modules are convex cones of polynomials. Some such
cones satisfy an important algebraic property that will appear over and over in this paper:
Archimedeanity.

Definition 2.7. Let C be a nonempty convex cone of polynomials.The cone C is Archimedean
if, for any p ∈ C⟨x⟩, there exists K ∈ R+ such that K − pp∗ ∈ C.
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Remark 2.8. For g ∈ C⟨x⟩m, h ∈ C⟨x⟩m′ , the set of polynomials M(g) + I(h) defines a cone
containing the identity. As proven in [88, Lemma 4] (or see [13, Section 2], [38, Section 2]), any
such set is Archimedean iff there exists K ∈ R+ such that

K −
∑
i

x2i ∈M(g) + I(h). (2.10)

Hermitian elements s of M(g) + I(h) are also called weighted sums of squares (SOS) polyno-
mials. The right-hand side of expressions of the form

s =
∑
k

pkp
∗
k +

∑
i,k

pikgip
∗
ik +

∑
j,k

p+j,khjp
−
j,k (2.11)

is called an SOS decomposition for s. Note that, since s is Hermitian, we can rewrite the above
as

s =
∑
k

pkp
∗
k +

∑
i,k

pikgip
∗
ik +

1

2

∑
j,k

p+j,khjp
−
j,k + (p−j,k)

∗hj(p
+
j,k)

∗. (2.12)

Proposition 2.9. If s ∈M(g)+I(h), i.e., s admits an SOS decomposition as in (2.11), and the
tuple of operators X̄ ∈ B(H)n satisfies the constraints of Problem (2.5), then s(X̄) is a positive
semidefinite operator.

It is immediate that any linear functional σ, defined through Eq. (2.7) will satisfy the con-
straints σ(s) ≥ 0, for all s ∈ M(g) + I(h), a condition which we will denote by σ(M(g)) ≥ 0,
and σ(I(h)) = 0. We arrive at the following relaxation of Problem (2.5):

q⋆ := inf
σ:C⟨x⟩→C

σ(f)

s.t. σ(1) = 1,

σ(M(g)) ≥ 0,

σ(I(h)) = 0,

(2.13)

with g = (g1, . . . , gm), h = (h1, . . . , hm′). Clearly, q⋆ ≤ p⋆. Moreover, if the set M(g) + I(h) is
Archimedean, then q⋆ = p⋆ and both problems admit an optimal solution [73]. This is partly a
consequence of the Gelfand–Naimark–Segal (GNS) construction [23, 81]; see [83, Theorem I.9.14]
for a modern treatment.

Given a positive linear functional σ satisfying the conditions of Problem (2.13), the GNS
construction proceeds as follows: σ defines a sesquilinear form (a, b) := σ(a∗b) on C⟨x⟩. By
modding out nullvectors N , this form induces a scalar product, whence upon completion we
arrive at a a Hilbert space H. Left multiplication by the variables xj on C⟨x⟩ induces a linear
operator Xj on C⟨x⟩/N , and then bounded operators Xj on H (at this step the Archimedean
condition enters). These operators satisfy the constraints of Problem (2.5). Finally, the quotient
image modulo N of the polynomial 1 ∈ C⟨x⟩ is a unit vector ϕ ∈ H such that

⟨ϕ|p(X)|ϕ⟩ = σ(p(x)), ∀p ∈ C⟨x⟩. (2.14)

Defining ψ(•) := ⟨ϕ| • |ϕ⟩, we thus have that (H, X, ψ) is a feasible point of Problem (2.5) with
the same objective value as σ. This observation allows us to define a notion of boundedness for
positive linear functionals in C⟨x⟩.

Definition 2.10. Let σ : C⟨x⟩ → C be Hermitian and positive. We say that σ is bounded if its
GNS construction generates bounded operators X1, . . . , Xn.
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Very conveniently, Problem (2.13) can be relaxed through hierarchies of semidefinite programs
(SDP) [61, 62, 74]. Call Hk the set of Hermitian linear functionals defined in C⟨x⟩k, and, for
k ∈ N large enough, consider the finite-dimensional optimization problem

pk := inf
σk∈H2k

σk(f)

s.t. σk(1) = 1,

σk(M(g)2k) ≥ 0, σk(I(h)2k) = 0.

(2.15)

The relaxation (2.15) can be cast as a semidefinite program [3, 86] with dim(C⟨x⟩2k) free complex
variables. To implement the constraints, it suffices to consider bases of monomials. Let {oa}a
({ola}a) be monomial bases of polynomials of degree at most k or smaller (degree at most k −⌈
deg(gl)

2

⌉
). Then, the matrices (

Mk(σk)
)
ab

:= σk(o∗aob),(
Mk
l (σ

k)
)
ab

:= σk((ola)
∗glo

l
b),

(2.16)

are respectively called the kth-order moment matrix of σk and the kth-order localizing matrix of
σk for constraint gl [74]. Enforcing the second line of constraints in Problem (2.15) boils down to
demanding that the moment matrix Mk(σk) and the localizing matrices {Mk

l (σ
k)}l are positive

semidefinite. The last line can be similarly dealt with: it suffices to make sure, for j = 1, . . . ,m′,
that σk(shjs′) = 0 for all monomials s, s′ with deg(s) + deg(s′) + deg(hj) ≤ 2k.

The SDP dual of (2.15) can be formulated as:

qk := sup{θ : f − θ ∈M(g)2k + I(h)2k}, (2.17)

with g = (g1, . . . , gm), h = (h1, . . . , hm′). This problem is also an SDP [29]. Problem (2.17)
can be interpreted as finding the maximum real number θ such that the operator f(X)− θ can
be proven (with an SOS certificate whose degree is bounded by 2k) positive semidefinite for all
tuples of operators X satisfying the constraints of Problem (2.5).

As the degree k of the available polynomials grows, one would expect the sequences of lower
bounds (qk)k, (pk)k to better approximate the solution q⋆ of Problem (2.13). Clearly, p1 ≤
p2 ≤ · · · ≤ q⋆, and similarly for the q’s. In fact, a sufficient condition for these hierarchies to
be complete, in the sense that limn→∞ pn = limn→∞ qn = q⋆, is that the cone of polynomials
M(g) + I(h) satisfies Archimedeanity, in which case we will say that Problems (2.5) and (2.13)
are Archimedean [74]. The Archimedean property further implies that Problems (2.5) and (2.13)
are equivalent (and so q⋆ = p⋆) and have optimal solutions (hence we can replace the inf’s by
min’s in the problem definitions). Note that, if the Archimedean condition holds, then all the
feasible points X are bounded. Conversely, if the set of feasible operators is bounded, then a
relation of the form K−

∑
i x

2
i ≥ 0 can be added to the problem inequality constraints essentially

without changing the problem.

3. FIRST-ORDER OPTIMALITY CONDITIONS

In this section, we present first-order optimality conditions for Problems (2.5) or (2.13).
We arrived at them through a heuristic (namely, non-rigorous) argument, which we present in
Appendix A. The argument involves mathematically ill-defined objects and it is not needed to
understand the optimality conditions, or to find sufficient conditions to ensure that the conditions
apply. We decided to include it in the paper nonetheless, as it could be a useful starting point
to generalize our results (e.g: to NPO problems with state constraints [40]).

This said, first-order optimality constraints come in two types: state and operator optimality
conditions. Let us start with the former.
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3.1. State optimality conditions

We present two definitions, one for each formulation of the NPO problem.

Definition 3.1. We say that Problem (2.5) satisfies state optimality conditions if, for any
solution (H⋆, ψ⋆, X⋆), it holds that

ψ⋆([f(X⋆), s(X⋆)]) = 0, ∀s ∈ C⟨x⟩, (3.1a)

ψ⋆
(
s∗(X⋆)f(X⋆)s(X⋆)− 1

2
{f(X⋆), s∗(X⋆)s(X⋆)}

)
≥ 0, ∀s ∈ C⟨x⟩, (3.1b)

where the expression {a, b} denotes the anti-commutator of a, b, i.e., {a, b} := ab+ ba.

Definition 3.2. We say that Problem (2.13) satisfies state optimality conditions if, for any
bounded solution σ⋆, it holds that

σ⋆([f, s]) = 0, ∀s ∈ C⟨x⟩, (3.2a)

σ⋆
(
s∗fs− 1

2
{f, s∗s}

)
≥ 0, ∀s ∈ C⟨x⟩. (3.2b)

Remark 3.3. Note that, according to the definitions above, if Problem (2.5) (Problem (2.13))
happens not to have optimal solutions (bounded optimal solutions), then it will satisfy the state
optimality conditions. The same will hold true for the coming operator optimality conditions,
introduced in Section 3.2.

As we will soon see, state optimality conditions are easily shown to hold for all NPO problems.
Before we provide the proof, though, let us introduce a few useful definitions.

Definition 3.4. Let H be a Hilbert space and let H ∈ B(H) be a Hermitian operator. The
ground state energy of H, denoted by E0(H), is the bottom of the spectrum of H. A ground
state of H is a state σ ∈ B(H)∗ such that σ(H) = E0(H). We will denote by Gr(H) the set of
ground states of H.

The following proposition will play a role in the derivations to follow.

Proposition 3.5. Let σ be a ground state of H. Then, for any operator Q it holds that

σ(HQ) = E0(H)σ(Q) = σ(QH). (3.3)

Proof. Define H̄ := H − E0(H). Then we have that H̄ ≥ 0 and that σ(H̄) = 0. Since σ is a
positive functional, it holds that the matrix(

σ(Q∗H̄Q) σ(Q∗H̄)
σ(H̄Q) σ(H̄)

)
(3.4)

is positive semidefinite: otherwise, there would exist a vector (a, b) such that σ((aQ+b)∗H̄(aQ+
b)) < 0. Since one of the diagonals in (3.4) is zero, it follows that the off-diagonal terms are
zero too. Thus, σ(H̄Q) = σ(Q∗H̄) = 0, which implies σ(HQ) = E0(H)σ(Q), σ(Q∗H) =
E0(H)σ(Q∗). The second equality in Eq. (3.3) follows by replacing Q∗ by Q in the last relation.

If σ is the ground state of some operator H, then σ can be shown to satisfy an analog of
Eq. (3.1).
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Proposition 3.6. Let σ ∈ B(H)∗ be the ground state of the Hermitian operator H ∈ B(H).
Then, for any Q ∈ B(H), it holds that

σ([H,Q]) = 0, σ

(
QHQ∗ − 1

2
{H,QQ∗}

)
≥ 0. (3.5)

Proof. Let Q ∈ B(H). By Proposition 3.5, we have, on one hand, that

σ([H,Q]) = σ(HQ)− σ(QH) = E0(H)(σ(Q)− σ(Q)) = 0. (3.6)

On the other hand,

σ

(
QHQ∗ − 1

2
{H,QQ∗}

)
= σ (QHQ∗ − E0(H)QQ∗) (3.7a)

= σ (Q(H − E0(H))Q∗) (3.7b)
≥ 0, (3.7c)

where the last inequality stems from the relation H − E0(H) ≥ 0.

We are ready to prove the universal validity of the state optimality conditions.

Theorem 3.7. Both Problem (2.5) and Problem (2.13) satisfy the state optimality conditions.

Proof. We will first prove the statement for Problem (2.5). Let (H⋆,Ψ⋆, X⋆) be a solution of
(2.5). Then, E0(f(X

⋆)) cannot be greater than p⋆: otherwise, Ψ⋆ would not be a state. Further,
E0(f(X

⋆)) cannot be smaller than p⋆: otherwise, there would exist a vector |ϕ⟩ ∈ H⋆ such that
⟨ϕ|E0|ϕ⟩ < p⋆, in which case Ψ⋆ would not be an optimal solution of (2.5).

Thus, E0(f(X
⋆)) = p⋆, and so Ψ⋆ is a ground state of the operator f(X⋆). It follows,

by Proposition 3.6, that Ψ⋆ satisfies Eqs. (3.5) for H = f(X⋆) and any operator of the form
Q = s(X⋆), with s ∈ C⟨x⟩.

We next prove that Problem (2.13) also satisfies the state optimality conditions. Let σ⋆ be
a bounded solution. Then we can use the GNS construction (see the paragraph leading up to
(2.14)) to construct a representation (H⋆,Ψ⋆, X⋆) with σ⋆(s) = Ψ⋆(s(X⋆)) for all s ∈ C⟨x⟩.
From here on, the proof goes exactly as for Problem (2.5).

Remark 3.8. Note that, if Problem (2.13) is Archimedean, then: (a) it has optimal solutions;
and (b) all of them are bounded. Thus, one can add the extra SDP constraints

σk([f, s]) = 0, ∀s ∈ C⟨x⟩, deg(s) + deg(f) ≤ 2k, (3.8a)

σk
(
p∗fp− 1

2
{f, p∗p}

)
≥ 0, ∀p ∈ C⟨x⟩, 2 deg(p) + deg(f) ≤ 2k. (3.8b)

to the SDP hierarchy (2.15). This has sometimes the effect of boosting its speed of convergence,
as we show in Sections 3.3, 6.1.

By Proposition 3.6, conditions analog to (3.2) allow us to enforce a new type of constraints in
non-commutative optimization problems: namely, restricting the state optimization to the set of
ground states of a number of operators defined through Hermitian polynomials of the problem
variables. Indeed, given any set of Hermitian polynomials b1(x), . . . , bm′′(x), consider a problem
of the form

p⋆G := min
H,X,ψ

ψ(f(X))

s.t. gi(X) ≥ 0, i = 1, . . . ,m,

hj(X) = 0, j = 1, . . . ,m′,

ψ ∈ Gr(bl(X)), l = 1, . . . ,m′′.

(3.9)
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By Proposition 3.6, one can relax this problem by adding to the relaxation (2.15) the SDP
constraints:

σk([bl, s]) = 0, ∀s ∈ C⟨x⟩, deg(s) + deg(bl) ≤ 2k, for l = 1, . . . ,m′′, (3.10a)

σk
(
p∗blp−

1

2
{bl, p∗p}

)
≥ 0, ∀p ∈ C⟨x⟩, 2 deg(p) + deg(bl) ≤ 2k, for l = 1, . . . ,m′′. (3.10b)

Call pkG the result of running program (2.15) together with the SDP constraints (3.10). Then,
we trivially have that p1G ≤ p2G ≤ · · · ≤ p⋆G. The following theorem provides a sufficient condition
for the completeness of this hierarchy of relaxations.

Theorem 3.9. Let M(g) + I(h) be Archimedean, and suppose that all tuples of Hermitian
operators X ∈ B(H)n satisfying the problem constraints {gi(X) ≥ 0}i and {hj(X) = 0}j have
these two properties:

(1) For some unitary U ∈ B(H),

UA(X)U∗ =
⊕
l

Al ⊗ IH̄l
, (3.11)

where the direct sum is taken to be countable and, for each l, Al is an irreducible ∗-algebra.

(2) There exist projectors {Pl ∈W ∗(X)}l such that, for all l,

UPlA(X)PlU
∗ = 0⊕ (Al ⊗ IH̄l

)⊕ 0. (3.12)

Then, limk→∞ pkG = p⋆G.

Remark 3.10. The conditions of the theorem are satisfied if either of the conditions below hold:

(1) For any X such that {gi(X) ≥ 0}i and {hj(X) = 0}j , W ∗(X) can be decomposed as a
countable direct sum of irreducible von Neumann algebras.

(2) For any X such that {gi(X) ≥ 0}i and {hj(X) = 0}j , A(X) is finite dimensional.

To prove Theorem 3.9, we need the following lemma.

Lemma 3.11. Let H be a Hilbert space, let ψ be a normal state and let X ∈ B(H)n be Hermitian
operators. Let X have no non-trivial invariant subspaces, i.e., for any non-zero |ϕ⟩ ∈ H, it holds
that A(X)|ϕ⟩ is dense in H. Then, for any Hermitian b ∈W ∗(X), the conditions

ψ ([b, s]) = 0, ∀s ∈ A(X) (3.13a)

ψ

(
sbs∗ − 1

2
{ss∗, b}

)
≥ 0, ∀s ∈ A(X) (3.13b)

imply that ψ is a ground state of b.

Proof. Note that the first condition of (3.13) implies that ψ([bn, s]) = 0 for all n ∈ N, s ∈ A(X).
Indeed, consider the following chain of equalities:

ψ(bns) = ψ(b(bn−1s)) = ψ((bn−1s)b) = ψ(b(bn−2sb)) = ψ(bn−2sb2) = · · · = ψ(sbn).

By continuity, the relation (3.13a) also holds for all s ∈ W ∗(X). For any measurable function
r : R → R it thus follows that

ψ([r(b), s]) = 0, ∀s ∈W ∗(X). (3.14)
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For any measurable subset A of [E0(b),−E0(−b)], define Π(A) := χA(b), i.e., Π(A) is the pro-
jector onto the generalized eigenstates of b with eigenvalues within A. Note that, for any set of
disjoint intervals {Aj} ⊂ [E0(b),−E0(−b)] with ∪jAj = [E0(b),−E0(−b)] it holds that

ψ(•) = ψ(
∑
j

Π(Aj)
2•) = ψ(

∑
j

Π(Aj) •Π(Aj)), (3.15)

where the first equality follows from
∑

j Π(Aj) = 1 and Π(Aj)
2 = Π(Aj), and the second one is

a consequence of Eq. (3.14).
For ϵ > 0 sufficiently small consider the projectors ΠG := Π([E0(b), E0(b) + ϵ]), ΠE :=

Π([E0(b)+2ϵ,−E0(−b)]). Let N ∈ N and, for j = 0, . . . , N−1, define Πj := Π([Ej , Ej+δ), with
Ej := E0(h)+2ϵ+ jδ and δ := −E0(−b)−E0(b)−2ϵ

N . Note that {Πj}j are orthogonal projectors and
they add up to ΠE .

Setting s = ΠE s̃ΠG, in Eq. (3.13), we have that

ψ

(
sbs∗ − 1

2
{ss∗, b}

)
= ψ (ΠE s̃ΠGbΠGs̃

∗ΠE)− ψ (ΠE s̃ΠGs̃
∗ΠEb)

≤ (E0(b) + ϵ)ψ (ΠE s̃ΠGs̃
∗ΠE)−

∑
j

ψ (ΠjΠE s̃ΠGs̃
∗ΠEbΠj)

= (E0(b) + ϵ)ψ (ΠE s̃ΠGs̃
∗ΠE)−

∑
j

Ejψ (Πj s̃ΠGs̃
∗Πj)−

∑
j

ψ (Πj s̃ΠGs̃
∗ΠE(bΠj − EjΠj))

≤
∑
j

(E0(b) + ϵ− Ej)ψ (Πj s̃ΠGs̃
∗Πj) +

∑
j

ψ (Πj) ∥s̃∥2δ

≤ −ϵ
∑
j

ψ (Πj s̃ΠGs̃
∗Πj) + ∥s̃∥2δ

= −ϵψ (ΠE s̃ΠGs̃
∗ΠE) + ∥s̃∥2δ. (3.16)

We can make δ as small as we wish while keeping ϵ the same. Since the first expression of
Eq. (3.16) above is non-negative, it follows that

ψ (ΠE s̃ΠGs̃
∗ΠE) = 0. (3.17)

Now, ψ is a normal state, and thus ψ(•) =
∑

k⟨ψk| • |ψk⟩, for some non-zero vectors |ψk⟩.
Eq. (3.17) implies that

ΠGs̃
∗ΠE |ψk⟩ = 0, (3.18)

for all s̃ ∈ A(X). Since by assumption there are no invariant subspaces, this implies that
ΠE |ψk⟩ = 0 for all k. Hence, ψ(ΠE) = 0, which implies that

ψ(b) = ψ(ΠEbΠE) + ψ((1−ΠE)b(1−ΠE)) = ψ((1−ΠE)b(1−ΠE)) ≤ E0(b) + 2ϵ. (3.19)

Now let ϵ ↘ 0 to deduce ψ(b) ≤ E0(b). On the other hand, ψ(b) ≥ E0(b), since ψ is a state. It
follows that ψ(b) = E0(b), and so ψ is a ground state of b.

Proof of Theorem 3.9. If Problem (3.9) is feasible and Archimedean, then one can follow the
proof of Theorem 1 in [73] to conclude that there exist (H⋆, ψ⋆, X⋆) such that:

1. ψ⋆(•) = ⟨ϕ⋆| • |ϕ⋆⟩, for some unit vector |ϕ⋆⟩ ∈ H⋆.

2. X⋆ satisfies gi(X⋆) ≥ 0, for i = 1, . . . ,m and hj(X⋆) = 0, for j = 1, . . . ,m′.

3. ψ⋆(f(X⋆)) = limk→∞ pkG.
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4. For l = 1, . . . ,m′′, it holds that

ψ⋆ ([bl(X
⋆), s]) = 0, ∀s ∈ A(X⋆) (3.20a)

ψ⋆
(
sbl(X

⋆)s∗ − 1

2
{ss∗, bl(X⋆)}

)
≥ 0, ∀s ∈ A(X⋆). (3.20b)

Since the operators X⋆ satisfy the problem constraints, by assumption we have that there exists
a unitary U ∈ B(H) such that

UX⋆
i U

∗ =
⊕
j

X⋆
i,j ⊗ IH̄j

, (3.21)

where {X⋆
i,j : i} ⊂ B(Hj) generate an irreducible ∗-algebra in B(Hj).

By assumption, for any j, there exists a projector Pj ∈W ∗(X⋆) onto the jth block of (3.21).
Then, πj(•) = Pj • Pj is a homomorphism on A(X∗), and thus gi(πj(X⋆)) ≥ 0, for all i and
hl(πj(X

⋆)) = 0, for all l.
Let Wl(X

⋆) be the algebra generated by {X⋆
i,l}i, and let ψ⋆j :Wj(X

⋆) → C be defined as

ψ⋆j (•) := ⟨ϕ⋆j |(0⊕ • ⊗ IH̄j
⊕ 0)|ϕ⋆j ⟩, (3.22)

with |ϕ⋆j ⟩ = U∗Pj |ϕ⋆⟩. Then, for ψ⋆j ̸= 0, 1
ψ⋆
j (1)

ψ⋆j is a normal state. In addition,

ψ⋆(•) =
∑
j

ψ⋆(Pj • Pj) =
∑
j

ψ⋆j (πj(•)). (3.23)

Now, for all j such that ψ⋆j ̸= 0, Eq. (3.20) is satisfied if we replace ψ⋆ by ψ⋆j and all operators
• by πj(•). Indeed, it suffices to take s = PjsPj in Eq. (3.20). By Lemma 3.11, it thus follows
that ψ⋆j is a ground state of πj(bl(X⋆)) for l = 1, . . . ,m′′.

Hence, ψ⋆(f(X⋆)) can be expressed as a convex combination of the objective values of
the feasible points (Hj ,

1
ψ⋆
j (1)

ψ⋆j , πj(X
⋆)) of Problem (3.9) (for j such that ψ⋆j ̸= 0). Thus,

limk→∞ pkG ≥ p⋆G. Since pkG ≤ p⋆G for all k, we arrive at the statement of the theorem.

As we will see in Section 6.1, the ability to conduct optimizations over ground states has
important applications in many-body quantum physics.

3.2. Operator optimality conditions

Operator optimality conditions are the non-commutative analogs of the Karush–Kuhn–Tucker
(KKT) conditions [68]. Such non-commutative Karush-Kuhn-Tucker (ncKKT) conditions come
in several variants of different strength. To formulate them, we must first introduce an analog
of the gradient for non-commutative polynomials. Closely related notions have been studied in
free function theory [36] and non-commutative real algebraic geometry [32].

Definition 3.12. The gradient of a (non-commutative) polynomial p(x) is a polynomial of the
original non-commuting variables x and their ‘variations’ y = (y1, . . . , yn), linear in y. This
polynomial, denoted as ∇xp(y), is obtained from p(x) by evaluating p(x + ϵy) and keeping only
the terms linear in ϵ. Informally:

∇xp(y) := lim
ϵ→0

p(x+ ϵy)− p(x)

ϵ
. (3.24)

The evaluation of the x variables in the expression ∇xp(y), i.e., any replacement of the form
x→ z will be denoted as ∇xp(y)

∣∣∣
x=z

.
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Note that this definition of a gradient is the non-commutative analog of directional derivatives.

Example 3.13. Let p(x) = x31. Then, ∇xp(y) = y1x
2
1 + x1y1x1 + x21y1.

Armed with this definition, we can state the strongest of the ncKKT conditions:

Definition 3.14 (Strong ncKKT). We say that the NPO Problem (2.5) satisfies the strong non-
commutative Karush–Kuhn–Tucker conditions if, for any solution (H⋆, X⋆, ψ⋆) of Problem (2.5),
there exist positive linear functionals {µi : A(X⋆) → C}mi=1 and Hermitian linear functionals
{λj : A(X⋆) → C}m′

j=1 such that

µi(gi(X
⋆)) = 0, i = 1, . . . ,m, (3.25a)

ψ⋆
(
∇xf(p)

∣∣∣
x=X⋆

)
−
∑
i

µi

(
∇xgi(p)

∣∣∣
x=X⋆

)
−
∑
j

λj

(
∇xhj(p)

∣∣∣
x=X⋆

)
= 0, ∀p ∈ A(X⋆)n.

(3.25b)

Note that, if Problem (2.5) does not have optimal solutions, then it satisfies strong ncKKT,
see Remark 3.3.

The problem with the above definition is that we do not know of any way of enforcing these
conditions fully in any NPO problem, unless the solution (H⋆, X⋆, ψ⋆) is known to satisfy further
operator relations, or average-value constraints of the form ψ⋆(p(X⋆)) ≥ 0, for some p ∈ C⟨x⟩.
Replacing A(X⋆) by C⟨x⟩ in the definition above, we arrive at a much more convenient set of
constraints, phrased in terms of the solutions of Problem (2.13), rather than Problem (2.5).

Definition 3.15 (Normed ncKKT). We say that the NPO Problem (2.13) satisfies the normed
non-commutative Karush–Kuhn–Tucker conditions if, for any bounded solution σ⋆ of Problem
(2.13), it holds that

∀i, j, ∃ Hermitian µi, λ±j : C⟨x⟩ → C, µi(M(g) + I(h)), λ±j (M(g) + I(h)) ≥ 0, (3.26a)

s.t. µi(gi) = 0, i = 1, . . . ,m, (3.26b)

σ⋆ (∇xf(p))−
∑
i

µi (∇xgi(p))−
∑
j

λj (∇xhj(p)) = 0, ∀p ∈ C⟨x⟩n, (3.26c)

with λj := λ+j − λ−j , j = 1, . . . ,m′. (3.26d)

Note that we demand each functional λj to be the difference of two positive functionals λ±j .
This is a relaxation of the property that the functional λj : A(X⋆) → C appearing in the
definition of strong ncKKT is bounded (or normed). Indeed, the Jordan decomposition [83,
Proposition III.2.1] shows that any Hermitian linear functional λ : A(X⋆) → C of bounded norm
can be expressed as the difference between two positive linear functionals.

If we are willing to drop the boundedness assumption on {λj}j , then we can simply define
the latter to be Hermitian functionals of C⟨x⟩. Without the variables λ±j , though, it is no longer
possible to enforce that λj is compatible with the inequality constraints {gi(x) ≥ 0}i in any
meaningful way. We arrive at a weaker variant of the ncKKT conditions.

Definition 3.16 (Weak ncKKT). We say that the NPO Problem (2.13) satisfies the weak non-
commutative Karush–Kuhn–Tucker conditions if, for any bounded solution σ⋆ of Problem (2.13),
it holds that

∀i, j, ∃ Hermitian µi, λj : C⟨x⟩ → C, µi(M(g) + I(h)) ≥ 0, λj(I(h)) = 0, (3.27a)
s.t. µi(gi) = 0, i = 1, . . . ,m, (3.27b)

σ⋆ (∇xf(p))−
∑
i

µi (∇xgi(p))−
∑
j

λj (∇xhj(p)) = 0, ∀p ∈ C⟨x⟩n. (3.27c)
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If we were guaranteed that Problem (2.13) had bounded solutions and that the weak ncKKT
conditions held, then we could add some further constraints to our SDP relaxation (2.15), namely:

For each i = 1, . . . ,m :

∃ Hermitian µki : C⟨x⟩2k → C, µki (M(g)2k + I(h)2k) ≥ 0, µki (gi) = 0, (3.28a)
For each j = 1, . . . ,m′ :

∃ Hermitian λkj : C⟨x⟩2k → C, λki (I(h)2k) = 0, (3.28b)

and

σk(∇xf(p(x)))−
∑
i

µki (∇xgi(p(x)))+
∑
j

λkj (∇xhj(p(x))) = 0,

∀p ∈ C⟨x⟩n, deg (∇xf) , deg (∇xgi) , deg (∇xhj) ≤ 2k − deg(p), (3.28c)

where, for any polynomial s with ∇xs(p) =
∑

i,k s
+
ikpks

−
ik, the expression deg(∇xs) denotes

maxi,k deg(s
+
ik) + deg(s−ik), and, for any n-tuple of polynomials p, deg(p) = maxk deg(pk). Note

that, in order to enforce the last condition (3.28c), it is enough to consider tuples of monomials
p with just one non-zero entry.

Similarly, to enforce normed ncKKT, one just needs to add to Eq. (3.28), for each j = 1, . . .m′,
the positive semidefinite constraints:

∃ Hermitian λ±,kj : C⟨x⟩2k → C, λ±,kj (M(g)2k + I(h)2k) ≥ 0, (3.29a)

λkj = λ+,kj − λ−,kj . (3.29b)

As we will see, there are Archimedean problems that do not satisfy weak ncKKT conditions.
This led us to introduce an even weaker variant of the ncKKT conditions, the so-called essential
ncKKT conditions. In Theorem 4.1 below we show that these conditions are satisfied by all NPO
problems.

Definition 3.17 (Essential ncKKT). An NPO Problem (2.13) satisfies the essential ncKKT
conditions if, for any bounded minimizer σ⋆ of Problem (2.13) and for all k ∈ N, {ϵi}i ⊂ R+

there exist Hermitian linear functionals µki : C⟨x⟩2k → C, i = 1, . . . ,m, λkj : C⟨x⟩2k → C,
j = 1, . . . ,m′, such that

For each i = 1, . . . ,m :

µki (pp
∗) + ϵi∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k, (3.30a)

µki (pglp
∗) + ϵi∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k −

⌈
deg(gl)

2

⌉
, l = 1, . . . ,m,

(3.30b)

µki (I(h)2k) = 0, (3.30c)

µki (sgi) = µki (gis) = 0, ∀s ∈ C⟨x⟩, deg(s) ≤ 2k − deg(gi), (3.30d)
For each j = 1, . . . ,m′ :

λkj (I(h)2k) = 0, (3.30e)

and

σ⋆ (∇xf(p))−
∑
i

µki (∇xgi(p))−
∑
j

λkj (∇xhj(p)) = 0,

∀p ∈ C⟨x⟩n,deg (∇xf) ,deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(p), (3.30f)

where ∥p∥2 denotes the 2-norm of the vector of coefficients of p.
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Remark 3.18. Essential ncKKT is a relaxation of weak ncKKT, whereby we relax each positive
semidefiniteness condition in the SDP (3.28), for each k. Indeed, enforcing the first two lines
of Eq. (3.30) amounts to demanding that the kth-order moment and localizing matrices (see
Eq. (2.16) for a definition) Mk(µi),M

k
l (µi), rather than being positive semidefinite, satisfy

Mk(µi) + ϵiI ≥ 0, Mk
l (µi) + ϵiI ≥ 0, l = 1, . . . ,m. (3.31)

The essential ncKKT conditions thus translate to non-trivial positive semidefinite constraints,
which one can use to boost the speed of convergence of the SDP relaxation (2.15).

Remark 3.19. Rather than demanding µi(gi) = 0 (as we did in Eq. (3.28a)), in Eq. (3.30d)
we demand the stronger condition µi(sgi) = µi(gis) = 0 for all s ∈ C⟨x⟩. The explanation is as
follows: if ϵi were to vanish, then this condition would follow from µi(gi) = 0 and the positivity
of µi and gi. For ϵi ∈ R+, this is no longer the case, so we impose the condition by hand.

Proposition 3.20. Call Essential, Weak, Normed, Strong the set of NPO problems re-
spectively satisfying the essential, weak, normed and strong ncKKT conditions. Then we have
that

Essential ⊋ Weak ⊋ Normed ⊇ Strong. (3.32)

The above relations also hold if we restrict to Archimedean NPO problems.

Proof. Essential is a relaxation of Weak, which is a relaxation of Normed, which is a relaxation
of Strong. Thus,

Essential ⊇ Weak ⊇ Normed ⊇ Strong. (3.33)

To prove the proposition, we need to show that there exists an Archimedean problem that satisfies
essential ncKKT, but not weak ncKKT, and another one that satisfies weak ncKKT, but not
normed ncKKT.

Consider thus the following instance of Problem (2.13):

min σ(x)

s.t. σ(1) = 1, σ(M(−x2)) ≥ 0.
(3.34)

By Remark 2.8, this problem is clearly Archimedean. The solution is, obviously, σ⋆(xn) = 0, for
n ≥ 1. The weak ncKKT conditions would demand the existence of a positive linear functional
µ, with µ(M(−x2)) ≥ 0, and such that

−µ({x, p}) = σ⋆(p), ∀p ∈ C⟨x⟩. (3.35)

Taking p = xn, this implies that

µ(x) = −1

2
, µ(xn) = 0, ∀n ≥ 2. (3.36)

The value of µ(1) is not fixed by relation (3.35). This means that, for every order k ≥ 2, the
moment matrix Mk(µ) is of the form

Mk(µ) =


µ(1) −1

2 0 · · ·
−1

2 0 0 · · ·
0 0 0 · · ·
...

...
...

. . .

 (3.37)

This matrix cannot be made positive semidefinite, no matter the choice of µ(1). Thus, Problem
(3.34) does not satisfy weak ncKKT. Note, however, that, for any ϵ > 0, Mk(µ) + ϵI is positive
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semidefinite if one takes µ(1) = 1
ϵ . In addition, −µ(p∗x2p) = 0, for all p ∈ C⟨x⟩, and so the

localizing matrix associated to the constraint −x2 ≥ 0 is positive semidefinite. Thus, Problem
(3.34) satisfies essential ncKKT and the first inclusion relation of (3.33) is strict.

Next, consider the NPO problem

min σ(x)

s.t. σ(1) = 1, σ(I(x2)) = 0.
(3.38)

This problem is also Archimedean. Its only solution is σ⋆(xn) = 0, for all n ≥ 1, which is
bounded. Weak ncKKT demands that there exists a Hermitian λ : C⟨x⟩ → C such that

λ({x, p}) = σ⋆(p), ∀p ∈ C⟨x⟩,
λ(I(x2)) = 0.

(3.39)

The above is equivalent to

λ(x) =
1

2
,

λ(xn) = 0, ∀n ≥ 2.
(3.40)

These relations clearly give rise to a Hermitian linear functional λ : C⟨x⟩ → C satisfying (3.39) so
Problem (3.38) satisfies weak ncKKT. However, Problem (3.38) does not satisfy normed ncKKT.
Indeed, the requirement that the 2×2 matrices M±

kl := λ±(pkp
∗
l ), with p1 = 1, p2 = x, be positive

semidefinite implies that the off-diagonal elements λ±(x) vanish, and so λ(x) = 0.

In Section 4 we derive constraint qualification criteria which, similarly to the classical case,
ensure that each of the ncKKT conditions holds for a given NPO problem. These are the main
conclusions:

1. All NPO problems satisfy the essential ncKKT conditions (Theorem 4.1).

2. Under Archimedeanity and the (verifiable) algebraic condition (4.34), all the SDP relax-
ations derived from weak ncKKT hold (Theorem 4.5). That is, for any k ∈ N, it is sound
to add the SDP constraints (3.28) to the SDP relaxation (2.15).

3. Normed ncKKT holds for Archimedean problems if the operator constraints of the NPO
problem satisfy a non-commutative, algebraic version of Mangasarian-Fromovitz constraint
qualification [68] (Theorem 4.17).

4. NPO problems admitting an exact sum-of-squares resolution satisfy strong ncKKT (The-
orem 4.19).

As it turns out, some interesting NPO problems in quantum information theory seem to
satisfy neither normed nor strong ncKKT. Such NPO problems have a very peculiar structure,
namely, the set of variables is partitioned in such a way that: (a) all variables within a partition
commute with all the variables within any other partition; (b) there are no further operator
equalities or inequalities relating variables from different partitions. In view of this, in Section
5 we further define variants of strong and normed ncKKT where Eqs. (3.25b) or (3.26c) only
apply to polynomials of non-commuting variables within a partition. We identify sufficient (and
very mild) criteria for those ‘partial’ operator optimality conditions to hold (Theorems 5.1 and
5.2). In Section 6.2, we show that the strongest of them, partial strong ncKKT, is satisfied by
the NPO formulation of the quantum nonlocality problem.
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3.3. A numerical example

We next apply the numerical tools presented so far to a problem adapted from Nie’s [65,
Example 5.4]. Let x = (x1, x2, x3), and, for δ, rmin, rmax ∈ R+, with rmin < rmax, consider the
following NPO problem:

min σ (f(x)) ,

s.t. rmin ≤ x21 + x22 + x23 ≤ rmax,

δ ± i[xk, xl] ≥ 0, (k, l) = (1, 2), (2, 3), (3, 1),

(3.41)

where the objective function

f(x) :=
1

2
{x21, x42}+

1

2
{x41, x22}+ x63 −

3

2

(
x21x

2
2x

2
3 + x23x

2
2x

2
1

)
(3.42)

is a symmetrized version of the Motzkin polynomial [58].
The constraint involving rmax ensures that this problem is Archimedean. Hence, it satisfies

both essential ncKKT (see Theorem 4.1 below) and the state optimality conditions (3.2).
Let us see what enforcing the essential ncKKT conditions entails. To begin with, we need

to invoke the existence of eight Lagrange multipliers: µmax, µmin, {µ±kl}kl, one for each inequality
constraint. Each such multiplier is required to have moment and localizing matrices ϵ-away from
positive semidefinite matrices, see the first two lines of Eq. (3.30).

Complementary slackness –Eq. (3.30d)– translates to

µmax

({
rmax −

∑
k

x2k

}
s

)
= µmax

(
s

{
rmax −

∑
k

x2k

})
= 0, (3.43a)

µmin

({∑
k

x2k − rmin

}
s

)
= µmin

(
s

{∑
k

x2k − rmin

})
= 0, (3.43b)

µ±k,k+1 ({δ ± i[xk, xk+1]} s) = µ±k,k+1 (s {δ ± i[xk, xk+1]}) = 0, k = 1, 2, 3, (3.43c)

for all monomials s ∈ C⟨x⟩. In the equation above, we respectively identify µ±3,4, x4 with µ±3,1, x1.
Finally, Eq. (3.30f) reduces to:

σ⋆ (∇xf(p)) = −µmax

(∑
k

{xk, pk}

)
+ µmin

(∑
k

{xk, pk}

)
+ i
∑
k

{
µ+kl ([xk, pk+1] + [pk, xk+1])− µ−kl ([xk, pk+1] + [pk, xk+1])

}
,

(3.44)

for any tuple of polynomials p = (p1, p2, p3) (again, x4, p4 are to be understood as x1, p1).
Setting δ = 0.01, rmin = 1, and rmax = 7.5, we ran the SDP relaxation (2.15) for k = 4, with

and without essential ncKKT and state optimality conditions. Table 3.1 shows the resulting
lower bounds on the solution of Problem (3.41)1.

without ncKKT essential ncKKT
without state optimality −1.9774 −1.8179

with state optimality −1.8522 −1.4266

Table 3.1. Lower bounds on the solution of Problem (3.41), computed at level k = 4 of the hierarchy
of SDP relaxations (2.15), under different optimality constraints. Essential ncKKT was enforced with
ϵi = 0.0001 for all i.

This example illustrates that even the very general essential ncKKT conditions can greatly
boost the speed of convergence of the hierarchy of SDPs (2.15), especially when combined with
the state optimality conditions (3.2).

1 A MATLAB implementation of this is available at https://github.com/ajpgarner/nckkt-nie-motzkin.

https://github.com/ajpgarner/nckkt-nie-motzkin
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4. NON-COMMUTATIVE CONSTRAINT QUALIFICATION

4.1. Essential KKT conditions

In this section, we will prove the universal validity of the essential ncKKT conditions.

Theorem 4.1. Any bounded solution σ⋆ of the NPO problem (2.13) satisfies Eq. (3.30). That
is, all NPO problems satisfy the essential ncKKT conditions.

Remark 4.2. Setting ϵi = 0 for all i, essential ncKKT reduces to the SDP constraints conditions
(3.28) implied by weak ncKKT on the SDP relaxation (2.15). The reason why Theorem 4.1
demands non-zero ϵi is to prevent that µki (p) = ∞ for some polynomials p ∈ C⟨x⟩2k. See, e.g.,
the NPO problem (3.34): the requirement that the moment and localizing matrices of µk be
ϵ-close to positive implies that µ(1) ≥ O

(
1
ϵ

)
.

To prove Theorem 4.1, we will need the following technical result.

Lemma 4.3. Let the n-tuple of symmetric polynomials q(x) satisfy

∇xhj(q(x)) ∈ I(h), j = 1, . . . ,m′, (4.1)

and let X⋆ ∈ B(H⋆)n be a tuple of Hermitian operators acting on the Hilbert space H⋆, such that

hj(X
⋆) = 0, j = 1, . . . ,m′. (4.2)

Then, there exists ϵ > 0 and an analytic trajectory {X(t) : t ∈ [−ϵ, ϵ]} ⊂ B(H⋆)n of Hermitian
operators such that

hj(X(t)) = 0, j = 1, . . . ,m′, t ∈ [−ϵ, ϵ], (4.3a)
X(0) = X⋆, (4.3b)

dX(t)

dt

∣∣∣
t=0

= q(X⋆). (4.3c)

If, in addition, gi(X⋆) ≥ 0 for all i, and, for some {si ∈ C⟨x⟩}i, it holds that

si(x)gi(x) + gi(x)si(x)
∗ +∇xgi(q(x)) ∈M(g) + I(h), i = 1, . . . ,m, (4.4)

then the trajectory X(t) also satisfies:

gi(X(t)) ≥ 0, i = 1, . . . ,m, (4.5)

for t ∈ [0, ϵ].

Proof. Consider the system of ordinary differential equations (ODEs)

dX(t)

dt
= q(X),

X(0) = X⋆.
(4.6)

Since X⋆
1 , . . . , X

⋆
n are bounded, we can apply the Cauchy-Kovalevskaya theorem (in Banach

spaces, see, e.g., [78] or [82]2) and conclude that there exists a ball in the complex plane of
radius ϵ > 0 and with center at 0 where the solution of this differential equation is analytic. In

2 The basic idea of the proof of the Cauchy-Kovalevskaya theorem is fairly simple. Differentiate the ODE to
compute a formal power series for X(t) about 0. The method of majorants was developed by Cauchy and
Kovalevskaya to prove that this power series has a positive radius of convergence and thus determines an
analytic function that solves the ODE.
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particular, for t ∈ [−ϵ, ϵ], X(t) exists and, from the equation above, it satisfies the boundary
conditions (4.3b) and (4.3c).

Being polynomials of a tuple of analytic operators, {hj(X(t))}j are also analytic in the region
{t ∈ C : |t| ≤ ϵ}. Therefore, for t ∈ [−ϵ, ϵ],

hj(X(t)) =
∞∑
k=0

tk

k!

dkhj(X(τ))

dτk

∣∣∣
τ=0

. (4.7)

Due to relation (4.1), we have that

dhj(X(t))

dt
= ∇xhj

(
dX(t)

dt

)
= ∇xhj(q(X(t)))

=
∑
j′,l

r+jj′l(X(t))hj′(X(t)) r−jj′l(X(t)).
(4.8)

By induction, it therefore holds that

dkhj(X(t))

dtk
=
∑
j′,l

p+jj′kl(X(t))hj′(X(t)) p−jj′kl(X(t)), (4.9)

for some polynomials {p±jj′kl : j, j
′, k, l} ⊂ C⟨x⟩. Since hj′(X(0)) = 0 for all j′, we have that

dkhj(X(τ))

dτk

∣∣∣
τ=0

= 0, ∀k. (4.10)

Consequently, by Eq. (4.7), hj(X(t)) = 0, for t ∈ [−ϵ, ϵ].
Let us now assume that Eq. (4.5) holds. Define the function Gi(t) := ωi(t)gi(X(t))ωi(t)

∗,
where ωi(t) is the solution of the differential equation:

dωi(t)

dt
= ωi(t)si(X(t)), ωi(0) = I, (4.11)

which, by the Cauchy-Kovalevskaya theorem, is analytic for short times t. For short times, ω(t)
is also close to the identity, and thus invertible. Let ϵ′ > 0 be such that ϵ ≥ ϵ′ and {ωi(t)}i are
analytic and invertible for t ∈ [0, ϵ′].

Then, the function Gi(t) is also analytic in t ∈ [0, ϵ′]. Taking differentials, we find

dGi(t)

dt
= ωi(t)(si(X(t))gi(X(t)) + gi(X(t))s∗i (X(t)) +∇xgi(q(X(t)))ωi(t)

∗

(4.4)
= ωi(t)

∑
l

s∗il(X(t))sil(X(t)) +
∑
i′,l

s∗ii′l(X(t))gi′(X(t))sii′l(X(t))

+
∑
j,l

s+ijl(X(t))hj(X(t))s−ijl(X(t))

ωi(t)
∗

(4.3a)
= ωi(t)

∑
l

s∗il(X(t))sil(X(t)) +
∑
i′,l

s∗ii′l(X(t))ωi′(t)
−1Gi′(t)(ωi′(t)

−1)∗sii′l(X(t))

ωi(t)
∗.

(4.12)

Since all the operators are bounded, this equation might be solved through any standard
numerical method, e.g.: Euler’s explicit method. Take ∆ > 0 and consider the following time
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discretization:

Gi(k + 1;∆) = Gi(k; ∆) + ∆ωi(∆k)

(∑
l

s∗il(X(∆k))sil(X(∆k))

)
ωi(∆k)

∗

+∆ωi(∆k)

(∑
i′l

s∗ii′l(X(∆k))ωi′(∆k)
−1Gi′(k; ∆))(ωi′(∆k)

−1)∗sii′l(X(∆k))

)
ωi(∆k)

∗.

(4.13)

Clearly, starting from positive semidefinite operators

Gi(0;∆) = gi(X
⋆) ≥ 0, i = 1, . . . ,m, (4.14)

it holds that Gi(k; ∆) ≥ 0, for all k.
Suppose that the Euler explicit method converged: namely, for any t ∈ [0, ϵ′], limk→∞Gi(k;

t
k ) =

Gi(t), for all i. Then, the observation above would imply that ωi(t)gi(X(t))ωi(t)
∗ ≥ 0, for

t ∈ [0, ϵ′] and for all i. Since ωi(t) is invertible, this would imply that gi(X(t)) ≥ 0 and thus
Eq. (4.5) would hold.

To finish the proof, it thus suffices to show that the Euler method converges. This is not
difficult: we just need to follow the proof for ordinary differential equations. First, for fixed ∆,
define tk := k∆ and the error

δk := max
i

∥Gi(tk)−Gi(k; ∆)∥. (4.15)

Also, rewrite the right-hand side of Eq. (4.12) as

dG(t)

dt
= ρ(t, G(t)). (4.16)

Note that ρ(t, G(t)) is affine linear in G(t). This implies that it is Lipschitz, i.e., for all t ∈ [0, ϵ′],
it holds that ∥ρ(t, G)− ρ(t, G′)∥ ≤ K∥G−G′∥, for some K ∈ R+. Eq. (4.16) implies that

G(t) =

∫ t

0
dτρ(τ,G(τ)).3 (4.17)

Integrating by parts, we have that

G(tj+1) = G(tj) + ρ(tj , G(tj))∆ +

∫ tj+1

tj

dτ(tj+1 − τ)
d

dτ
ρ(τ,G(τ)). (4.18)

Subtracting on both sides by G(j + 1;∆) = G(j; ∆) + ∆ρ(tj , G(j; ∆)), we arrive at

δj+1 ≤ (1 +K∆)δj +

∥∥∥∥∥
∫ tj+1

tj

dτ(tj+1 − τ)
d

dτ
ρ(τ,G(τ))

∥∥∥∥∥
≤ (1 +K∆)δj +

(∫ tj+1

tj

(tj+1 − τ)2dτ

)1/2(∫ tj+1

tj

dτ

∥∥∥∥ ddτ ρ(τ,G(τ))
∥∥∥∥2
)1/2

≤ (1 +K∆)δj + γ∆3/2,

(4.19)

with

γ =
1√
3

(∫ ϵ′

0
dτ

∥∥∥∥ ddτ ρ(τ,G(τ))
∥∥∥∥2
)1/2

. (4.20)

3 Here and below we only use the Riemann integral in Banach spaces, where the basic properties are essentially
the same as those in Euclidean spaces. For details and a deeper study in integration in Banach spaces we refer
to one the standard works, e.g., [1, 12, 17]
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It can be verified, by induction, that

δj ≤ e(γ+K)tj∆1/2. (4.21)

Indeed, δ0 = 0 ≤ ∆1/2. Now, suppose that the equation (4.21) above holds for j. Then, by
Eq. (4.19), we have that

δj+1 ≤ (1 +K∆)e(γ+K)tj∆1/2 + γ∆3/2

≤ (1 +K∆)e(γ+K)tj∆1/2 + e(γ+K)tjγ∆3/2

= (1 + (K + γ)∆)e(γ+K)tj∆1/2 (4.22)

≤ e(K+γ)∆e(γ+K)tj∆1/2

= e(γ+K)tj+1∆1/2.

For any j ∈ {0, . . . ,
⌊
ϵ′

∆

⌋
}, it thus follows that δj ≤ e(γ+K)ϵ′∆1/2, which tends to zero in the limit

∆ → 0. Thus, the Euler explicit method converges.

Proof of Theorem 4.1. It is enough to prove the statement for ϵi = ϵ > 0, for all i. Let σ⋆ be a
bounded minimizer of Problem (2.13). For fixed k ∈ N, consider the semidefinite program

P :=min
ϵ,µ,λ

ϵ

s.t. ϵ ≥ 0,

µki (pp
∗) + ϵ∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k, (4.23a)

µki (pglp
∗) + ϵ∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k −

⌈
deg(gl)

2

⌉
, i = 1, . . . ,m, l = 1, . . . ,m,

(4.23b)

µki (I(h)2k) = 0, i = 1, . . . ,m, (4.23c)

µki (sgi) = µki (gis) = 0, ∀s ∈ C⟨x⟩, deg(s) ≤ 2k − deg(gi) i = 1, . . . ,m, (4.23d)

λkj (I(h)2k) = 0, j = 1, . . . ,m′, (4.23e)

σ⋆ (∇xf(p(x)))−
∑
i

µki (∇xgi(p(x)))−
∑
j

λkj (∇xhj(p(x))) = 0, ∀p ∈ C⟨x⟩n, (4.23f)

deg (∇xf) ,deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(p), (4.23g)

where the minimization takes place over Hermitian functionals {µki }i, {λkj }j . We next prove that
this problem has feasible points.

First, let us focus on Eqs. (4.23c)–(4.23f). Let M be the set of polynomials of the form r+ r∗

and i(r−r∗), where r ∈ ⟨x⟩. Note that all the elements of M are Hermitian. Moreover, Mk, the
set of elements of M with degree smaller than or equal to k, satisfies span(Mk) = C⟨x⟩k. With
this notation, satisfying Eqs. (4.23c)–(4.23f) with Hermitian functionals can be seen equivalent
to the feasibility problem:

∃{µki (p) : p ∈ M2k}i, {λkj (p) : p ∈ M2k}j ⊂ R,
s.t. µki

(
r+hjr

− + (r−)∗hj(r
+)∗
)
= 0, ∀r+, r− ∈ ⟨x⟩, deg(r−) + deg(r+) ≤ deg(hj), ∀i, j

µkl
(
i(r+hjr

− − (r−)∗hj(r
+)∗)

)
= 0, ∀r+, r− ∈ ⟨x⟩, deg(r−) + deg(r+) ≤ deg(hj), ∀j, l,

µkl (sgl + gls
∗) = 0, ∀s ∈ ⟨x⟩, deg(s) ≤ 2k − deg(gl), ∀l,

µkl (i(sgl − gls
∗)) = 0, ∀s ∈ ⟨x⟩, deg(s) ≤ 2k − deg(gl), ∀l,

λkl
(
r+hjr

− + (r−)∗hj(r
+)∗
)
= 0, ∀r+, r− ∈ ⟨x⟩, deg(r−) + deg(r+) ≤ deg(hj), ∀j, l,

λkl
(
i(r+hjr

− − (r−)∗hj(r
+)∗)

)
= 0, ∀r+, r− ∈ ⟨x⟩, deg(r−) + deg(r+) ≤ deg(hl), ∀j, l,
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∑
i

µki (∇xgi(r)) +
∑
j

λkj (∇xhj(r)) = σ⋆ (∇xf(r)) , ∀r ∈ Mn,

deg (∇xf) , deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(r). (4.24)

The left-hand side of each constraint can be expressed as a real linear combination of the real
variables defined in the first line. The feasibility problem (4.24) is therefore a real system of
linear equations. Note that the first conditions are homogeneous (namely, satisfied by taking all
variables equal to zero); the only non-homogeneous conditions can be found in the last equality
in the line next to the last of Eq. (4.24).

An arbitrary real linear combination of the equalities of the last line results in an expression
of the form ∑

i

µki (∇xgi(p)) +
∑
j

λkj (∇xhj(p)) = σ⋆ (∇xf(p)) , (4.25)

where the vector of polynomials p ∈ C⟨x⟩n has Hermitian entries. By basic linear algebra, the
system is not solvable iff, for some p ∈ C⟨x⟩n, the right-hand side of the equation above is non-
zero, whereas the left-hand side can be expressed a real linear combination of the homogeneous
constraints. Since the homogeneous constraints do not relate the different variable types (namely,
those that go with each functional), this would imply that the polynomial evaluated by λkj belongs
to I(h)2k, and the polynomial evaluated by µki is of the form sigi+gis

∗
i +ri, for some polynomials

si ∈ C⟨x⟩, ri ∈ I(h)2k.
We have just proven that there exist Hermitian λ, µ satisfying Eqs. (4.23c)–(4.23f) iff, for all

Hermitian p ∈ C⟨x⟩n and (not necessarily Hermitian) {si}i ⊂ C⟨x⟩, the conditions

deg (∇xf) , deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(p),

deg(si) ≤ 2k − deg(gi), i = 1, . . . ,m,
(4.26)

and

∇xgi(p)− sigi − gis
∗
i ∈ I(h)2k, i = 1, . . . ,m,

∇xhj(p) ∈ I(h)2k, j = 1, . . . ,m′,
(4.27)

imply that

σ⋆(∇xf(p)) = 0. (4.28)

Let (H⋆, X⋆, ψ⋆) be the result of applying the GNS construction on σ⋆, and suppose that
p ∈ C⟨x⟩n satisfies Eqs. (4.26) and (4.27). Then, X⋆, q := ±p satisfy the conditions of Lemma
4.3, and thus there exist two feasible operator trajectories {X±(t) : t ∈ [0, δ]} ⊂ B(H⋆) such
that

X±(0) = X⋆,
dX±

dt

∣∣∣
t=0

= ±p(X⋆). (4.29)

Hence,

±σ⋆(∇xf(p)) = σ⋆(∇xf(±p)) = ψ⋆
(
∇xf(±p(X⋆))

∣∣∣
X=X⋆

)
=
dψ⋆ (f(X±(t)))

dt

∣∣∣
t=0

≥ 0, (4.30)

where the last inequality follows from the fact that X = X⋆ minimizes the expression ψ⋆ (f(X))
over tuples X ∈ B(H⋆)n of feasible operators. Thus, Eq. (4.28) holds whenever p, s satisfy
Eqs. (4.26), (4.27).

It follows that there exist µk, λk satisfying conditions (4.23c)–(4.23f). For each i, the corre-
sponding moment and localizing matrices of µki might not be positive semidefinite, but, one can
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find ϵ > 0 large enough such that conditions (4.23a), (4.23b) hold. We therefore conclude that
the SDP (4.23) is feasible.

The dual of (4.23) is the following SDP:

P∗ :=max
q,s,Z

−σ⋆(∇xf(q))

s.t. ∇xgi(q) + sigi + gis
∗
i −

∑
a,b

(Zi)aboagio
∗
b −

∑
l,a,b

(Zi,l)abo
l
agl(o

l
b)

∗ ∈ I(h)2k,

∇xhj(q) ∈ I(h)2k, j = 1, . . . ,m′,

Zi ≥ 0, Zi,l ≥ 0, i, k = 1, . . . ,m,∑
i,l

tr(Zi,l) ≤ 1.

(4.31)

where {ok}k, {olk}k are, respectively, monomial bases for polynomials of degree k and k−
⌈
deg(gl)

2

⌉
,

and Zi, Zi,l are Hermitian matrices.
That is, in Problem (4.31) one needs to maximize −σ⋆(∇xf(q)) over the polynomials q, {si}i

such that ∇xhj(q) = 0 for all j, and the polynomials ∇xgi(q)+sigi+gis
∗
i , i = 1, . . . ,m are sums

of weighted squares satisfying certain normalization constraints.
We claim that the solution of (4.31) is zero. This value can be achieved, e.g., by taking

q = Zi = Zi,l = si = 0 for all i, l. To see that zero is the optimal value, consider any feasible
point q, s of (4.31). By definition, q,X⋆ satisfy the conditions of Lemma 4.3. Thus, there exists
δ > 0 and a trajectory of feasible operators {X(t) : t ∈ [0, δ]} such that

X(0) = X⋆,
dX

dt

∣∣∣
t=0

= q(X⋆). (4.32)

Hence,

−σ⋆(∇xf(q)) = −dψ
⋆ (f(X(t)))

dt

∣∣∣
t=0

≤ 0. (4.33)

The solution of Problem (4.31) is therefore zero.
Now, the SDP (4.23) is bounded from below by 0 and it admits strictly feasible points (by

taking ϵ large enough). By Slater’s criterion, the problem thus satisfies strong duality, and so
the solutions of (4.23), (4.31) coincide. This implies that one can find feasible points of Problem
(4.23) for any ϵ > 0. Hence, conditions (3.30) hold for arbitrary {ϵi}i ⊂ R+.

Remark 4.4. Note that our derivation of Theorem 4.1 does not make full use of the fact that
(H⋆, X⋆, ψ⋆) is an optimal solution of Problem 2.5. It is enough to assume that, for a fixed
state ψ⋆, the operators X⋆ minimize the objective function ψ⋆(f(X)) (under the corresponding
operator constraints). With this in mind, it is easy to re-derive, via Theorem 4.1, the first-order
optimality conditions for synchronous non-local games presented in [33, Prop. 7.1], see Appendix
B.

4.1.1. Setting ϵi to zero

In Remark 4.2, the presence of ϵi > 0 in Theorem 4.1 was attributed to the impossibility of
bounding the norm of the positive semidefinite multipliers {µi}i. If this intuition were accurate,
then one would expect that any algebraic bound on the norm of µi would allow one to set ϵi = 0
in Eq. (3.30). This is exactly what the next theorem shows.
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Theorem 4.5. Consider an NPO problem (2.13) that satisfies the Archimedean condition. For
some set of indices I ⊂ {1, . . . ,m}, let there exist r ∈ R+ and a tuple of Hermitian polynomials
q ∈ C⟨x⟩n such that

∇xgi(q) + sigi + gis
∗
i − r ∈M(g) + I(h), ∀i ∈ I,

∇xgi(q) + sigi + gis
∗
i ∈M(g) + I(h), ∀i ̸∈ I,

∇xhj(q) ∈ I(h), j = 1, . . . ,m′.

(4.34)

for some polynomials {si : i = 1, . . . ,m}. Then, there exist Hermitian linear functionals {µi :
C⟨x⟩ → C}i∈I , with µi(M(g) + I(h)) ≥ 0 for all i ∈ I, such that, for any k ∈ N and {ϵi : i ̸∈
I} ⊂ R+, there exist Hermitian functionals {µki : C⟨x⟩2k → C}i ̸∈I , {λkj : C⟨x⟩2k → C}j satisfying

µki (pp
∗) + ϵi∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k, ∀i ̸∈ I

µki (pglp
∗) + ϵi∥p∥22 ≥ 0, ∀p ∈ C⟨x⟩, deg(p) ≤ k −

⌈
deg(gl)

2

⌉
, l = 1, . . . ,m, ∀i ̸∈ I

µki (I(h)2k) = 0, ∀i ̸∈ I,

µki (sgi) = µki (gis) = 0, ∀s ∈ C⟨x⟩, deg(s) ≤ 2k − deg(gi), ∀i ̸∈ I,

λkj (I(h)2k) = 0, j = 1, . . . ,m′,∑
i ̸∈I

µki (∇xgi(p(x))) +
∑
j

λkj (∇xhj(p(x))) = σ⋆ (∇xf(p(x)))−
∑
i∈I

µi (∇xgi(p(x))) , ∀p ∈ C⟨x⟩n,

deg (∇xf) ,deg (∇xgi) , deg (∇xhj) ≤ 2k − deg(p).
(4.35)

In particular, the essential ncKKT conditions (3.30) hold with ϵi = 0 for all i ∈ I.

Remark 4.6. Note that, if weak ncKKT holds, then one can use Eq. (4.34) to upper bound the
norm of the Lagrange multipliers {µi : i ∈ I}. Indeed, take p = q in Eq. (3.27). By Eq. (4.34) it
then holds that

σ⋆(∇xf(q)) =
∑
i

µi(∇xgi(q)) =
∑
i

µi(∇xgi(q) + sigi + gis
∗
i ) ≥ r

∑
i

µi(1). (4.36)

That is, for i ∈ I, µi(1), the norm of µi, is bounded above by σ⋆(∇xf(q))
r .

To prove Theorem 4.5, we will need the following simple lemma.

Lemma 4.7. Consider the system of linear equations in the variables y ∈ Rs given by

A · y = b, (4.37)

where A is an r× s real matrix and b ∈ Rr. Then, there exists a constant K ∈ R+ such that, for
any b′ ∈ im(A) ⊂ Rr and any solution y of (4.37), there exists a solution y′ of the system

A · y′ = b′, (4.38)

with ∥y − y′∥2 ≤ K∥b− b′∥2.

Proof. If system (4.37) is solvable, then any solution y thereof can be expressed as

y = A+ · b+ ȳ, (4.39)

where ȳ ∈ ker(A) and A+ denotes the Moore-Penrose inverse of A. Given y, b′, the expression
y′ = ȳ +A+ · b′ is thus a solution of Eq. (4.38), as long as Eq. (4.38) is solvable. Moreover,

∥y − y′∥2 ≤ ∥A+∥∥b− b′∥2. (4.40)

Defining K := ∥A+∥, we arrive at the statement of the lemma.
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Proof of Theorem 4.5. By Theorem 4.1, for any k ∈ N and any {ϵi}i ⊂ R+, there exist function-
als {µki }i, {λkj }j satisfying Eqs. (3.30). Without loss of generality, let us assume in the following
that ϵi ≤ 1 for all i.

We next prove that the existence of a polynomial q satisfying conditions (4.34) implies that
we can choose the functionals {µki : i ∈ I} such that the terms {µki (p) : p ∈ M2k} are bounded.
Remember, from the proof of Theorem 4.1, that Mj is the (finite) set of polynomials of the form
s+ s∗ or i(s− s∗), with s ∈ ⟨x⟩j .

First, by virtue of the first three lines of Eq. (3.30), we have that, for any polynomial p ∈
M(g)2k + I(h)2k, with SOS decomposition given by Eq. (2.11) and

2 deg(pl), 2 deg(pil) + deg(gi), deg(p
+
jl) + deg(p+jl) + deg(hj) ≤ 2k, (4.41)

it holds that

µki (p) + ϵi

∑
j

∥pj∥22 +
∑
l

∥pil∥22

 ≥ 0. (4.42)

Take p = q (the polynomial tuple in Eq. (4.34)). Provided that k is large enough so that the SOS
decompositions in Eq. (4.34) can be evaluated by {µki }i, this implies that there exist constants
{Ki}i ⊂ R+, independent of {ϵi}i, such that

σ⋆(∇xf(q)) +
∑
i

ϵiKi =
∑
i

µki (∇xgi(q)) +
∑
i

ϵiKi ≥ r
∑
i∈I

µki (1). (4.43)

Since σ⋆(∇xf(q)) is bounded (by the Archimedean condition) and µki (1)+ 1 ≥ µki (1)+ ϵi ≥ 0, it
follows that the values {|µki (1)| : i ∈ I} are upper bounded by a constant C ∈ R+.

Also by the Archimedean condition, for any Hermitian polynomial p, there exists Kp ∈ R+

such that Kp±p is an SOS. Eq. (4.42) then implies that, for any p ∈ C⟨x⟩, there exists a constant
Cp, independent of {ϵi}i, such that, for k large enough,

Kpµ
k
i (1)± µki (p) + ϵiCp ≥ 0. (4.44)

If k is also large enough to accommodate the SOS decompositions in Eq. (4.34), we conclude by
Eq. (4.43) that {µki (p) : i ∈ I} are also bounded.

Thus, for given k′ ∈ N, we can find k ≥ k′ and C ∈ R+ such that any feasible set of Lagrange
multipliers µk, λk satisfies

|µki (p)| ≤ C, ∀i ∈ I, (4.45)

for all polynomials p ∈ M2k′ . Obviously, the restrictions λk′ , µk′ of said Lagrange multipliers
λk, µk to the smaller domain C⟨x⟩2k′ also satisfy conditions (3.30), with the replacement k → k′.
Moreover, by the argument above, for all p ∈ C⟨x⟩2k′ , i ∈ I, µk′i (p) is bounded.

We have just proven that, for any k ∈ N, one can choose {µki : i ∈ I} bounded, independently
of the value of {ϵi}i. Now, by Theorem 4.1, for each k ∈ N there exists feasible µk, λk : C⟨x⟩2k →
C satisfying Eq. (3.30) for ϵi = 1

k , with {µki : i ∈ I} bounded. Consider now the sequence of
functionals ({µki : C⟨x⟩ → C}i∈I)k (we extend µki from C⟨x⟩2k to C⟨x⟩ by mapping all monomials
of degree > k to zero). Now, let i ∈ I. Since, for all monomials m ∈ C⟨x⟩, there exists Lm such
that |µki (m)| ≤ Lm for all k, we can construct a linear, invertible transformation L such that
|L ◦ µki (m)| ≤ 1 for all monomials m ∈ C⟨x⟩. By the Banach-Alaoglu theorem [76, Theorem
IV.21], the sequence ({µ̃ki }i∈I)k, with µ̃i := L◦µki , thus admits a converging subsequence indexed
by (kα)α, call {µ̃i : C⟨x⟩ → C}i∈I its limit. Finally, we define µi := L−1 ◦ µ̃i. By construction,
we have that, for all k ∈ N and i ∈ I,

lim
α→∞

µkαi

∣∣∣
C⟨x⟩2k

= µi

∣∣∣
C⟨x⟩2k

. (4.46)
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This implies that, for i ∈ I and any δ > 0,

Mk(µi) + δI ≥ 0, Mk
l (µi) + δI ≥ 0. (4.47)

It follows that Mk(µi), M
k
l (µi) ≥ 0, for all k, and so {µi}i∈I are positive linear functionals

compatible with the problem constraints.
Now, fix k ∈ N. For any α ∈ N such that k ≤ kα, there exist {µk,αi }i ̸∈I , {λk,αj }j satisfying the

first five lines of Eqs. (4.35) and such that∑
i ̸∈I

µk,αi (∇xgi(p)) +
∑
j

λk,αj (∇xhj(p)) = σ⋆(∇xf(p))−
∑
i∈I

µkαi (∇xgi(p)), (4.48)

for all p ∈ C⟨x⟩ with appropriately constrained degree. Indeed, {µk,αi }i ̸∈I , {λk,αj }j can be chosen
to be the restrictions to C⟨x⟩2k of {µkαi }i ̸∈I , {λkαj }j . The variables {µk,αi : i ̸∈ I}, {λk,αj }j in the
equation above, identified by their evaluations on a finite set of polynomials, can thus be seen as
a solution of the real system of linear equations

µkl (s
+hjs

− + (s−)∗hj(s
+)∗) = µkl (i(s

+hjs
− − (s−)∗hj(s

+)∗)) = 0,

∀s+, s− ∈ ⟨x⟩, deg(s+) + deg(s−) ≤ 2k − deg(hj), ∀j,∀l ̸∈ I

µkl (sgl + gls
∗) = µkl (i(sgl − gls

∗)) = 0, ∀s ∈ ⟨x⟩, deg(s) ≤ 2k − deg(gl), l ̸∈ I,

λkl (s
+hjs

− + (s−)∗hj(s
+)∗) = λkl (i(s

+hjs
− − (s−)∗hj(s

+)∗)) = 0,

∀s+, s− ∈ M, deg(s+) + deg(s−) ≤ 2k − deg(hj), ∀j, l,∑
i ̸∈I

µki (∇xgi(p)) +
∑
j

λj(∇xhj(p)) = cα(p),

∀p ∈ Mn,deg (∇xf) ,deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(p), (4.49)

The “constant vector” cα(p) is given by

cα(p) := σ⋆(∇xf(p))−
∑
i∈I

µkαi (∇xgi(p)).

Since the system (4.49) is solvable for all s, then it is also solvable in the limit α→ ∞ (because the
image of the corresponding matrix of coefficients, being finite-dimensional, is a closed subspace).
By Lemma 4.7, for high enough α, there exists a solution {µki : i ̸∈ I}, {λkj }j of the system

µkl (s
+hjs

− + (s−)∗hj(s
+)∗) = µkl (i(s

+hjs
− − (s−)∗hj(s

+)∗)) = 0,

∀s+, s− ∈ ⟨x⟩, deg(s+) + deg(s−) ≤ 2k − deg(hj), ∀j,∀l ̸∈ I (4.50)

µkl (sgl + gls
∗) = µkl (i(sgl − gls

∗)) = 0, ∀s ∈ ⟨x⟩, deg(s) ≤ 2k − deg(gl), l ̸∈ I, (4.51)

λkl (s
+hjs

− + (s−)∗hj(s
+)∗) = λkl (i(s

+hjs
− − (s−)∗hj(s

+)∗)) = 0,

∀s+, s− ∈ M, deg(s+) + deg(s−) ≤ 2k − deg(hj),∀j, l,∑
i ̸∈I

µki (∇xgi(p)) +
∑
j

λj(∇xhj(p)) = lim
α→∞

cα(p) = σ⋆(∇xf(p))−
∑
i∈I

µi(∇xgi(p)),

∀p ∈ Mn,deg (∇xf) ,deg (∇xgi) ,deg (∇xhj) ≤ 2k − deg(p), (4.52)

such that {µki : i ̸∈ I}, {λkj }j is arbitrarily close to {µk,αi : i ̸∈ I}, {λk,αj }j . As α increases, the
moment and localizing matrices of {µki : i ̸∈ I} will therefore differ from those of {µk,αi : i ̸∈ I}
by an arbitrarily small amount. Thus, adding to them 1

lα
+κα times the identity, where κα tends

to zero as α increases, will give positive semidefinite matrices.
It follows that, for any ϵ ∈ R+ and for all k ∈ N, there exist functionals {µki : i ̸∈ I}, {λkj }j

such that Eq. (4.35) is satisfied for ϵi = ϵ, for all i ̸∈ I, with {µi}i∈I being positive linear
functionals compatible with the problem constraints. This implies that Eq. (4.35) is satisfied for
any {ϵi}i ̸∈I ⊂ R+, as long as ϵi ≥ ϵ for all i ̸∈ I. Since ϵ ∈ R+ is arbitrary, the theorem has been
proved.



28

4.2. Normed KKT conditions

In this section, we will investigate tractable conditions under which the normed ncKKT
conditions from Definition 3.15 hold. To find them, we will generalize known sufficient criteria
for the classical case.

In Section 4.2.2, we extend Mangasarian-Fromovitz Constraint Qualification (MFCQ), see
Eqs. (2.3), (2.4), to non-commutative problems and prove that it suffices to guarantee that the
corresponding NPO problem satisfies the normed ncKKT conditions. Before we proceed, though,
we need to generalize the notion of gradient linear independence for sets of non-commutative
polynomial equality constraints. This is the subject of the next section.

4.2.1. Linearly independent gradients

Given a number of non-commutative polynomial equality constraints {hj(x) = 0}, we need to
find a meaning for the expression “their gradients are linearly independent”. Our starting point
is the classical meaning of the term.

Let {xi}i be commuting variables. Then the gradient vectors {∂xhj}j are independent iff
there exist vectors v1(x), . . . , vm′(x) such that

⟨∂xhj |vk(x)⟩ = δj,k, j, k = 1, . . . ,m′. (4.53)

Now, define the matrices

P̂j(x) := |vj(x)⟩⟨∂xhj |, j = 1, . . . ,m′,

P̂0(x) := I−
m′∑
k=1

P̂k(x).
(4.54)

It is easy to see that, for all z ∈ Rn, these matrices satisfy∑
k

P̂k(x)|z⟩ = |z⟩,

⟨∂xhj |P̂k(x)|z⟩ = 0, ∀j ̸= k,

⟨∂xhj |z⟩ = 0 → P̂j(x)z = 0.

(4.55)

In classical systems, variables form a vector x = (x1, . . . , xn) of scalars, and the gradient ∂xh
of a function h is also an n-dimensional vector of scalars. To find out how h will change if we
move the variables in some direction z, we compute the scalar product ∂xh · z, thus obtaining a
scalar.

In non-commutative systems, variables form a vector x = (x1, . . . , xn) of non-commuting ob-
jects, and the gradient ∇xh(•) of a polynomial h(x) is a linear map from n-tuples of polynomials
p = (p1, . . . , pn) to a single polynomial ∇xh(p(x)). A non-commutative analog of relations (4.55)
would thus demand the existence of m′ + 1 n-tuples of polynomials P0(x, z), . . . , Pm′(x, z) in
the variables x = (x1, . . . , xn), z = (z1, . . . , zn), linear on z. Each such n-tuple of polynomials
Pk(x, z) would play the role that the vector P̂k(x)|z⟩ played in relations (4.55). Correspondingly,
the tuples P0, . . . , Pm′ should satisfy the following conditions:∑

k

Pk(X,Z) = Z, (4.56a)

∇xhj(Pk(X,Z)) = 0, ∀j ̸= k, (4.56b)
∇xhj(Z) = 0 → Pj(X,Z) = 0. (4.56c)

We will regard the algebraic version of constraints (4.56a)–(4.56c) as the non-commutative gen-
eralization of gradient linear independence.
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Definition 4.8. We say that a set of equality constraints {hj(x) = 0 : j = 1, . . . ,m′} has
linearly independent gradients if there exist n-tuples of symmetric polynomials in 2n variables
P0(x, z), P1(x, z), . . . , Pm′(x, z), linear in the z variables, such that,

m′∑
j=0

Pj(x, p)− p ∈ I(h)n, ∀p ∈ C⟨x⟩n, (4.57a)

∇xhj(Pk(x, p)) ∈ I(h), ∀k ̸= j, p ∈ C⟨x⟩n, (4.57b)

∃β+, β− : (Pj(x, p))k −
∑
l

β+jkl(x)∇xhj(p)(β
−
jkl(x))

∗ − β−jkl(x)∇xhj(p)(β
+
jkl(x))

∗ ∈ I(h),

j = 1, . . . ,m′, k = 1, . . . , n, p ∈ C⟨x⟩n. (4.57c)

Here (P )k denotes the kth component of the n-tuple P .

Remark 4.9. One can replace Eq. (4.57c) by the weaker, problem-dependent constraints

∃β+, β−, γ+, γ−, s, such that

∇xgi (Pj(x, p))−
∑
l

(
β+ijl(x)∇xhj(p)(β

−
ijl(x))

∗ + β−ijl(x)∇xhj(p)(β
+
ijl(x))

∗
)
+ si(p)gi + gisi(p) ∈ I(h),

∇xf (Pj(x, p))−
∑
l

(
γ+jl (x)∇xhj(p)(γ

−
jl (x))

∗ + γ−jl (x)∇xhj(p)(γ
+
jl (x))

∗
)
∈ I(h),

j = 1, . . . ,m′, k = 1, . . . , n, p ∈ C⟨x⟩n. (4.58)

Indeed, the proofs of Lemmas 4.13, 4.18 and Theorem 4.17 below follow through with such a
modified definition.

Unless the quotient space C⟨x⟩/I(h) is finite-dimensional, verifying that conditions (4.57)
hold for all p ∈ C⟨x⟩n is a challenging endeavor. The next proposition provides a practical,
sufficient condition to guarantee gradient linear independence.

Proposition 4.10. Let {hj}j be a set of Hermitian polynomials, and let {rk}k ⊂ C⟨x⟩ be such
that [rk, xi] ∈ I(h) for all i, k. Suppose that there exist n-tuples of symmetric polynomials in 2n
variables P0(x, z), P1(x, z), . . . , Pm′(x, z), linear in the z variables, such that

m′∑
j=0

Pj(x, z)− z ∈ (J Z)n, (4.59a)

∇xhj(Pk(x, z)) ∈ J Z , ∀k ̸= j, (4.59b)

∃β+, β− : (Pj(x, z))k −
∑
l

β+jkl(x)∇xhj(z)(β
−
jkl(x))

∗ − β−jkl(x)∇xhj(z)(β
+
jkl(x))

∗ ∈ J Z ,

j = 1, . . . ,m′, k = 1, . . . , n, (4.59c)

where J Z is the set of polynomials q(x, z), linear in z = (z1, . . . , zn), of the form

q(x, z) =
∑
j,l

p+jl(x, z)hj(x)p
−
jl(x, z) +

∑
k,l,i

q+ikl(x)[rk(x), zi]q
−
ikl(x). (4.60)

Then, the set of equality constraints {hj(x) = 0}j has linearly independent gradients.

The proof is obvious.

Example 4.11. Let {hj(x) = 0}m′
j=1 be of the form

hj(x) =
∑
k

νjkxk + bj , (4.61)
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with {νjk}j,k ∪ {bj} ⊂ R. If the matrix ν has linearly independent rows, then the gradients of
{hj}j are linearly independent. Indeed, let ν have rank m′. Then, there exist vectors {vj}j ⊂ Rn

such that
∑

k v
j
k · νlk = δjl. Define thus

(Pj(x, z))k := vjk

∑
l

νjlzl, j = 1, . . . ,m′,

P0(x, z) := z −
∑
j

Pj(x, z).
(4.62)

The newly defined {Pj}j satisfy Eqs. (4.59). That is: for linear constraints, the commutative
and non-commutative definitions of gradient linear independence coincide.

Example 4.12. Consider the equality constraints {hj(x) = 0}nj=1 for

hj(x) := x2j − 1, j = 1, . . . , n. (4.63)

This system also satisfies gradient linear independence. Indeed, define

(Pj(x, z))k := δjk
1

2
(zj + xjzjxj),

(P0(x, z))k :=
1

2
(zk − xkzkxk).

(4.64)

Then it can be easily verified that the n-tuples of polynomials P0, . . . , Pn satisfy conditions (4.59).

The linear independence constraints are very restrictive: if a relaxed form of the weak ncKKT
conditions holds, then so does normed ncKKT. This is proved in the following lemma.

Lemma 4.13. Let the constraints {gi(x) ≥ 0}i ∪ {hj(x) = 0}j be Archimedean, and let there
exist bounded positive functionals σ, {µi}i satisfying σ(M(g) + I(h)), µi(M(g) + I(h)) ≥ 0, for
all i, with σ(1), µi(1) ≤ K, for some K ∈ R+, K > 1 and such that, for all k ∈ N, the system of
linear equations

λkj (I(h)2k) = 0, j = 1, . . . ,m′,∑
j

λkj (∇xhj(p(x))) = σ(∇xf(p(x)))−
∑
i

µi(∇xgi(p(x)), ∀p ∈ C⟨x⟩n,

deg(t) ≤ 2k + 1− deg(f) + 1, 2k + 1− deg(gi), i = 1, . . . ,m,

(4.65)

has a solution λk. Furthermore, let the gradients of the constraints {hj = 0}j be linearly inde-
pendent. Then, the normed ncKKT conditions hold, with ∥λ±∥SOS ≤ O(K).

Proof. By Eq. (4.57b), if we set p = P0(x, p
′) in Eq. (4.65), we arrive at

σ(∇xf(P0(x, p
′)))−

∑
i

µi(∇xgi(P0(x, p
′))) = 0, (4.66)

provided that p′ has sufficiently small degree (so that all relevant intermediate polynomials have
degree equal to or below 2k). Taking the limit k → ∞, it follows that the relation above holds
for all p′ ∈ C⟨x⟩.

Now, consider the linear functional λj : C⟨x⟩ → C, defined by

λj(p) := σ

(
∇xf

((∑
l

β+jklp(β
−
jkl)

∗ + β−jklp(β
+
jkl)

∗

)
k

))

−
∑
i

µi

(
∇xgi

((∑
l

β+jklp(β
−
jkl)

∗ + β−jklp(β
+
jkl)

∗

)
k

))
,

(4.67)
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where the polynomials {β±jkl}jkl are the ones appearing in Eq. (4.57c).
Note that, for r, t ∈ C⟨x⟩ and any positive functional ω, the functional

λ(p) := ω(rpt∗ + tpr∗) (4.68)

equals the difference between two positive functionals, namely,

λ(p) = ω+(p)− ω−(p), (4.69)

for

ω±(p) :=
1

2
ω((r ± t)p(r ± t)∗). (4.70)

Now, we expand the arguments of the functionals on the right-hand side of (4.67), as polynomials
of the form

∑
i sipt

∗
i+tips

∗
i . Since σ, {µi} are bounded positive functionals, we find that the right-

hand side of Eq. (4.67) can be decomposed as a finite sum of differences of positive functionals.
Thus,

λj = λ+j − λ−j , (4.71)

where the positive functionals λ±j inherit from σ, {µi}i the property of being non-negative on
M(g) + I(h). The values λ±j (1) correspond to expressions of the form

λ±j (1) = σ(s±) +
∑
i

µi(s
±
i ), (4.72)

where s±, s±i are SOS. By the Archimedean condition, there exists ν ∈ R+ such that the poly-
nomials {ν − s±} ∪ {ν − s±i }i are SOS. Together with the constraints σ(1), µi(1) ≤ K, it follows
that λ±(1) ≤ K(m+ 1)ν.

It remains to be seen that the newly defined λ’s satisfy condition (3.26c). Taking p = P0(x, p
′)

in (3.26c) and invoking Eq. (4.57b) and Eq. (4.66) we have that Eq. (3.26c) is satisfied as long
as p is of the form p = P0(x, p

′).
Next, set p = Pj(x, p

′) in Eq. (3.26c), for some j ∈ {1, . . . ,m′}, p′ ∈ C⟨x⟩n. By Eq. (4.57b), all
terms of the form λk(∇xhk(Pj(x, p

′))) with k ̸= j, drop. Furthermore, by Eqs. (4.57a), (4.57b),
we have that

λj
(
∇xhj(p

′)
)
=
∑
k

λj
(
∇xhj(Pk(x, p

′))
)
= λj

(
∇xhj(Pj(x, p

′))
)
. (4.73)

It follows that

λj(∇xhj(Pj(x, p
′))) = λj(∇xhj(p

′))

= σ

(
∇xf

(∑
l

β+jkl∇xhj(p
′)β−jkl

))
−
∑
i

µi

(
∇xgi

(∑
l

β+jkl∇xhj(p
′)β−jkl

))
= σ(∇xf(Pj(x, p

′)))−
∑
i

µi(∇xgi(Pj(x, p
′))), (4.74)

where the last equality is a consequence of Eq. (4.57c). Hence, Eq. (3.26c) holds for p = Pj(x, p
′),

for j = 0, . . . ,m′.
By Eq. (4.57a), any tuple of polynomials p′ can be expressed as a sum of terms of the form

{Pk(x, p′)}k (modulo elements of I(h)), and so Eq. (3.26c) holds in general.
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4.2.2. Non-commutative Mangasarian-Fromovitz Constraint Qualification

We are ready to generalize Mangasarian-Fromovitz constraint qualification.

Definition 4.14 (ncMFCQ). Consider an NPO Problem (2.13). We say that the problem sat-
isfies non-commutative Mangasarian-Fromovitz constraint qualification (ncMFCQ) if, on one
hand, the equality constraints have linearly independent gradients and, on the other hand, for
i = 1, . . . ,m, there exist r ∈ R+ and a tuple of Hermitian polynomials q ∈ C⟨x⟩n such that

∇xgi(q) + sigi + gis
∗
i − r ∈M(g) + I(h), i = 1, . . . ,m, (4.75a)

∇xhj(q) ∈ I(h), j = 1, . . . ,m′, (4.75b)

for some polynomials {si : i = 1, . . . ,m} ⊂ C⟨x⟩.

Remark 4.15. Note the similarities between ncMFCQ and its classical analog MFCQ (Eqs. (2.3),
(2.4)). For starters, both qualifications demand linear independence of the gradients of the
equality constraints. In addition, Eq. (4.75b) is clearly the algebraic analog of the second line of
Eq. (2.4). It remains to justify Eq. (4.75a). As we argue in Appendix A, the active constraints
associated to the inequality gi(x) ≥ 0 are {ω(gi(X)) ≥ 0 : ω ≥ 0, ω(gi(X

⋆)) = 0}. Now, let ω be
a state satisfying ω(gi(X⋆)) = 0 and let Eq. (4.75a) hold. Then, we have that

d

dt
ω(gi(X

⋆ + tq(X⋆)))
∣∣∣
t=0

= ω(∇xgi(q(X
⋆))) ≥ ω(−sigi − gis

∗
i + r) = r > 0. (4.76)

In other words, small variations of the optimal operators X⋆ in the q(X⋆) direction are positive.
Condition (4.75a) is therefore the algebraic, non-commutative analog of the first line in (2.4).

Example 4.16. Let x = (y1, . . . , yc, z1, . . . , zd), and let {hj(y) = 0}j be a set of equality con-
straints with linearly independent gradients. Let the remaining constraints be inequalities of the
form:

gi(x) = 1 + g̃i(x) ≥ 0, i = 1, . . . ,m, (4.77)

where g̃i(x) is homogeneous in z = (z1, . . . , zd) with degree ri > 0.
The constraints {hj(y) = 0}j ∪ {gi(x) ≥ 0}i satisfy ncMFCQ. Indeed, choose (q(x))k = 0, for

k = 1, . . . , c, and (q(x))k+c = −zk, for k = 1, . . . , d. Then, on one hand, ∇xhj(q) = 0, for all j,
i.e., Eq. (4.75b) holds. On the other hand, ∇xgi(x)(q) = −rig̃i(x), and so

rigi(x) +∇xgi(x)(q)− ri = 0. (4.78)

That is, Eq. (4.75a) holds for r := mini ri. Since, by assumption, the equality constraints have
linearly independent gradients, the three conditions defining ncMFCQ are satisfied.

The next theorem is the non-commutative generalization of a celebrated result in classical
optimization, which states the validity of the KKT conditions under Mangasarian-Fromovitz
constraint qualification [68].

Theorem 4.17. Consider an NPO Problem (2.13) that satisfies both the Archimedean condition
and ncMFCQ. Then, the problem satisfies the normed ncKKT conditions.

Proof. Eq. (4.75a) and (4.75b) represent the conditions of Theorem 4.5 for I = {1, . . . ,m}. Thus,
there exist positive linear functionals {µi}mi=1, compatible with the constraints of the problem
{gi(x) ≥ 0}i ∪ {hj(x) = 0}j , such that, for all k, the system of linear equations

λkj (s
+hks

−) = 0, j, k = 1, . . . ,m′, deg(s+hks
−) ≤ 2k,∑

j

λkj (∇xhj(p(x))) = σ⋆(∇xf(p(x)))−
∑
i

µi(∇xgi(p(x)), ∀p ∈ C⟨x⟩n, (4.79)

where the degree of p is appropriately bounded, has a solution λk. The conditions of Lemma
4.13 are, therefore, met. Hence, the problem satisfies the normed ncKKT conditions.



33

Like its classical counterpart, ncMFCQ allows one to bound the norm of the Lagrange multi-
pliers {µi}i, {λj}j . This implies that each of the SDP relaxations of the normed KKT conditions
corresponds to a bounded optimization problem.

Lemma 4.18. Assume that Problem (2.13) is Archimedean and satisfies ncMFCQ (and thus
normed ncKKT). Then we can, without loss of generality, bound the state multipliers {µi}i and
{λ±j }j in Eq. (3.26). That is, we can find K ∈ R+ such that

µi(1), λ
±
j (1) ≤ K, ∀i, j. (4.80)

Proof. By Remark 4.6, we have that
∑

i µi(1) ≤
1
rσ

⋆(∇xf(q)). In turn, provided that the original
NPO problem is Archimedean, there exists η ∈ R+ such that

η −∇xf(q) (4.81)

admits an SOS decomposition. Hence, for each i, µi(1) ≤ η
r .

The set of linear functionals {λj}j , restricted to the set of polynomials of degree 2k or smaller,
is a solution of Eq. (4.65). The conditions of Lemma 4.13 are met, and thus there exist bounded
linear functionals {λ̃±j : C⟨x⟩ → C}j , with norms bounded by O(ηr ), compatible with the problem
constraints and satisfying Eq. (3.26c).

4.3. Strong KKT conditions

It is observed in practice that many natural NPO problems admit an exact SOS resolution,
see, e.g., [74]. Namely, for some k ∈ N, the kth level of the hierarchy of SDP relaxations (2.17)
has a (feasible) maximizer achieving the exact solution of the problem. The next theorem shows
that, in such a predicament, strong ncKKT holds.

Theorem 4.19. Consider the NPO Problem (2.5), and let f−p⋆ ∈M(g)+I(h). Then, Problem
(2.5) satisfies strong ncKKT.

Proof. Let (H⋆, X⋆, ψ⋆) be a minimizer of Problem (2.5). For simplicity, in the following we use
its abstract, functional form σ⋆ : C⟨x⟩ → C, namely:

σ⋆(p) = ψ⋆(p(X⋆)). (4.82)

By the hypotheses of the theorem, there exist polynomials sl, sil, s+jl, s
−
jl such that

f − p⋆ =
∑
l

sls
∗
l +

∑
i,l

silgis
∗
il +

∑
j,l

s+jlhj(s
−
jl)

∗ + s−jlhj(s
+
jl)

∗. (4.83)

In addition,

σ⋆(f − p⋆) = 0. (4.84)

It follows that

σ⋆(sls
∗
l ) = 0, ∀l,

σ⋆(silgis
∗
il) = 0, ∀i, l.

(4.85)

These relations, in turn, imply that, for any q ∈ C⟨x⟩,

σ⋆(slq) = σ⋆(qs∗l ) = 0, ∀l, (4.86a)
σ⋆(silgiq) = σ⋆(qgis

∗
il) = 0, ∀i, l. (4.86b)
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Indeed, the first relation follows from the Cauchy-Schwarz inequality or the positive semidefi-
niteness of the 2× 2 matrix (

σ⋆(qq∗) σ⋆(qs∗l )

σ⋆(slq
∗) σ⋆(sls

∗
l )

)
. (4.87)

The second one, from the positive semidefiniteness of(
σ⋆(qgiq

∗) σ⋆(qgis
∗
il)

σ⋆(silgiq
∗) σ⋆(sijgis

∗
ij)

)
. (4.88)

Now, for δ ∈ R and an arbitrary vector of Hermitian polynomials p = (pi)
n
i=1, let us define a

new state through the relation σδ(a) := σ⋆(πδ(a)), where πδ : C⟨x⟩ → C⟨x⟩ is the homomorphism
given by πδ(xi) = xi+δ ·pi(x). This linear functional σδ is indeed a state, since σδ(pp∗) ≥ 0 for all
p ∈ C⟨x⟩. However, it does not necessarily satisfy feasibility conditions of the form σδ(pgip

∗) ≥ 0,
σδ(s+hjs

−) = 0.
We apply the state σδ on both sides of Eq. (4.83). Taking into account Eqs. (4.84), (4.86),

and the chain rule of differentiation, the result is

δσ⋆(∇xf(p(x))) +O(δ2) = δ
∑
i

µi(∇x(gi(p(x))) + δ
∑
j

λj(∇x(hj(p(x))) +O(δ2), (4.89)

where µi denotes the positive linear functional given by

µi(q) := σ⋆(
∑
l

silqs
∗
il), (4.90)

and λj is the linear functional

λj(q) := σ⋆(
∑
l

s+jlq(s
−
jl)

∗ +
∑
l

s−jlq(s
+
jl)

∗). (4.91)

Note that λj can be expressed as the difference of two positive functionals λ±j , namely:

λ±j (q) :=
1

2

∑
l

σ⋆((s+jl ± s−jl)q(s
+
jl ± s−jl)

∗). (4.92)

Collecting the terms in Eq. (4.89) that depend linearly on δ, we have that

σ⋆(∇xf(p(x))) =
∑
i

µi(∇x(gi(p(x))) +
∑
j

λj(∇x(hj(p(x))). (4.93)

This is condition (3.25b).
Finally, the positive linear functionals {µi}i satisfy complementary slackness (3.25a), for

µi(gi) =
∑
l

σ⋆(silgis
∗
il) = 0, ∀i, (4.94)

by Eq. (4.86).
It only rests to show that {µi}i and {λ±j }j can be expressed as

µi(p) = µ̃i(p(X
⋆)), λ±j (p) = λ̃±j (p(X

⋆)), (4.95)

for some functionals {µ̃i : A(X⋆) → C}i, {λ̃±j : A(X⋆) → C}j . This last bit follows from
Eq. (4.82) and the fact that both sets of functionals are defined in terms of σ⋆.
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The reader might question the practical use of Theorem 4.19. How can one know in advance
that a given NPO problem will admit an exact SOS resolution? To answer this question, we
need to examine the relation between positive, non-negative and SOS polynomials.

Given a set of constraints {gi(x) ≥ 0}i ∪ {hj(x) = 0}j , a Hermitian polynomial r is said to
be positive (non-negative) if r(X) > 0 (r(X) ≥ 0), for all tuples of operators X satisfying the
problem constraints. Think of the polynomial f − p⋆, where p⋆ is the solution of (2.5). This
polynomial is non-negative, but not positive.

As we pointed out in Section 2.2, if r is SOS, then it is also non-negative. The converse
statement, however, does not hold: for some Archimedean constraints, there exist non-negative
polynomials r that are not SOS. It is thus not a surprise that some instances of Problem (2.13)
do not admit an SOS resolution.

However, some sets of noncommuting constraints {gi(x) ≥ 0}i ∪ {hj(x) = 0}j have the
property that any non-negative Hermitian polynomial is SOS. Such sets of constraints are said
to generate an Archimedean closed quadratic module (or set of SOS polynomials) [69]. In the
following, we provide two families of constraints that are known to generate Archimedean closed
quadratic modules.

4.3.1. Equality constraints with a faithful finite-dimensional ∗-representation

Proposition 4.20. Consider a set of equality constraints {hj(x) = 0}j such that, for some
finite-dimensional Hilbert space H⋆, there exist a ∗-homomorphism π : C⟨x⟩ → B(H⋆), with
ker(π) = I(h). Then, the quadratic module generated by {hj(x) = 0}j is Archimedean closed.

Proof. Define X⋆
k := π(xk), denote by C∗(X⋆) the unital C∗-algebra generated by X⋆

1 , . . . , X
⋆
n

and let p ∈ C⟨x⟩ be an arbitrary non-negative polynomial. Since π(p) = p(X⋆) ∈ A(X⋆) is a non-
negative operator, then one can define its square root p(X⋆)1/2. Due to the finite dimensionality
of A(X⋆), there exists a polynomial s ∈ C⟨x⟩ such that p(X⋆)1/2 = s(X⋆). We thus have that

p(X⋆)− s(X⋆)s(X⋆)∗ = 0. (4.96)

Hence, π(p− ss∗) = 0, and so p− ss∗ ∈ I(h). We have just shown that p is SOS.

Remark 4.21. A set of constraints satisfying the conditions of Proposition 4.20 is the Pauli
algebra (6.1), (6.2) used to model many-body quantum systems, see Section 6.1.

Corollary 4.22. Let {hj(x) = 0}j be a set of constraints satisfying the conditions of Proposition
4.20. Then, any problem of the form (2.13) with just equality constraints {hj(x) = 0}j satisfies
strong ncKKT.

4.3.2. Convexity

As it turns out, any set of convex inequality constraints defines an Archimedean closed
quadratic module. To make this statement precise, though, we need to recall the definition
of convexity for non-commutative polynomials, over an algebra or in general.

Definition 4.23. A Hermitian non-commutative polynomial p is convex in the C∗-algebra A if,
for any two n-tuples of Hermitian operators Y1, Y2 ∈ An, it holds that

p (δY1 + (1− δ)Y2) ≤ δp(Y1) + (1− δ)p(Y2), (4.97)

for all δ ∈ R, 0 ≤ δ ≤ 1. If p is convex for all C∗-algebras, then we call it matrix convex [30].
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As shown in [30], p ∈ C⟨x⟩ is matrix convex iff its Hessian is matrix positive, i.e., if the
polynomial

d2p(x+ th)

dt2

∣∣∣
t=0

(4.98)

is a sum of squares of the Hermitian variables x1, . . . , xn, h1, . . . , hn. In [30] it is also proven that
matrix convex polynomials have degree at most two.

Now we are ready to state a sufficient criterion for Archimedean closure.

Theorem 4.24. Let the Archimedean Problem (2.13) be such that

(a) {gi}i are matrix concave;

(b) the equality constraints {hj(x) = 0}j are affine linear, i.e., of the form

hj(x) =
∑
k

νjkxk − bj , (4.99)

and linearly independent.

In addition, let there exist r ∈ R+ and an n-tuple q ∈ C⟨x⟩n of Hermitian polynomials such that

gi(q(x))− r (4.100)

is SOS, for i = 1, . . . ,m, and

hj(q(x)) ∈ I(h), j = 1, . . . ,m′. (4.101)

Then, the constraints {gi(x) ≥ 0}i ∪ {hj(x) = 0}j generate the Archimedean closed quadratic
module M(g) + I(h). Thus, by Theorem 4.19, Problem (2.13) satisfies the strong ncKKT condi-
tions.

In the proof of the theorem we shall make use of Schur complements [91]:

Lemma 4.25. The block matrix [
a11 a12

a∗12 I

]

is positive (semi)definite iff a11 − a12a
∗
12 is positive (semi)definite.

Proof. This is a special case of [91, Theorem 1.12]. Alternately, observe that[
a11 a12

a∗12 I

]
=

[
I a12

0 I

][
a11 − a12a

∗
12 0

0 I

][
I a12

0 I

]∗
.

Proof of Theorem 4.24. Let (H⋆, σ⋆, X⋆) be a solution of Problem (2.5). By (4.100) and (4.101),
the choice X̂ = q(X⋆) satisfies the constraints

gi(X̂) > 0 for all i, hj(X̂) = 0 for all j. (4.102)

We solve the system of linear equations {hj = 0}j . Without loss of generality, we express
the last n − r variables in terms of x1, . . . , xr. By back substitution, our Problem (2.5) is
thus equivalent to one with m′ = 0, i.e., one without equality constraints. More precisely,
if a polynomial p has a SOS decomposition (without hj ’s) after this back substitution, then
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the original form of p has a SOS decomposition as in (2.11). It thus suffices to consider an
Archimedean Problem (2.5) with m′ = 0.

By the Helton-McCullough structure theorem for concave noncommutative polynomials [30,
Corollary 7.1], each gi is of the form

gi(x) = ci + Λi0(x)−
N∑
j=1

Λij(x)
∗Λij(x) (4.103)

for some ci ∈ R and homogeneous linear Λij(x). (By Carathéodory’s theorem on convex hulls in
finite dimensions [6, Theorem I.2.3], the length N of the sum of squares in (4.103) can be chosen
independently of i.) Such a gi is the Schur complement of a linear pencil, namely,

Gi(x) =


ci + Λi0(x) Λi1(x)

∗ · · · ΛiN (x)
∗

Λi1(x) 1
...

. . .
ΛiN (x) 1

 (4.104)

Form the large block diagonal pencil L(x) := G1(x)⊕ · · ·⊕Gm(x) of size m(N +1)×m(N +1).
From gi(X̂) > 0 for all i, we deduce from Lemma 4.25 that L(X̂) > 0. For a unit vector

ψ ∈ H⋆, consider x̂ := ψ∗X̂ψ ∈ Rn. Since L is linear and ψ is a unit vector, L(ψ∗X̂ψ) =
(Im(N+1) ⊗ ψ)∗L(X̂)(Im(N+1) ⊗ ψ). Letting 0 ̸= η ∈ Cm(N+1), we have

⟨L(x̂)η|η⟩ = ⟨L(ψ∗X̂ψ)η|η⟩ = ⟨(Im(N+1) ⊗ ψ)∗L(X̂)(Im(N+1) ⊗ ψ)η|η⟩
= ⟨L(X̂)(Im(N+1) ⊗ ψ)η|(Im(N+1) ⊗ ψ)η⟩ = ⟨L(X̂)(η ⊗ ψ)|(η ⊗ ψ)⟩ > 0.

(4.105)

Now again by Lemma 4.25, gi(x̂) > 0 for all i. By translating x by −x̂, we may assume
w.l.o.g. that gi(0) > 0. By rescaling we further reduce to gi(0) = 1, i.e., all gi are monic. We are
now in a position to apply the convex Positivstellensatz [31, Theorem 1.2] to deduce that f − p⋆

has a SOS decomposition. Thus, by Theorem 4.19, Problem (2.13) admits the strong ncKKT
conditions.

Corollary 4.26. Let the Problem (2.13) be such that

(a) {gi}i are matrix concave;

(b) the equality constraints {hj(x) = 0}j are affine linear, and linearly independent.

If there exists a feasible point X for Problem (2.13) such that gi(X) > 0 for all i, then Problem
(2.13) satisfies the strong ncKKT conditions.

Proof. Immediate from the proof of Theorem 4.24.

Remark 4.27. The Convex Positivstellensatz of [31] has minimal degree. Enforcing the strong
ncKKT conditions on an NPO problem with matrix convex constraints is therefore superfluous:
the first level of relaxation (2.17) with degree high enough to encode the problem will already
achieve convergence.

5. PARTIAL OPERATOR OPTIMALITY CONDITIONS

As we will see in Section 6.2, the computation of the maximum quantum value of a linear
Bell functional only seems to satisfy essential ncKKT. In this particular problem, and some
interesting variants thereof [40, 50, 90], the non-commuting variables x = (x1, . . . , xn) can be
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partitioned as x = (y, z), and the only constraints relating the parts y and z are commutation
relations of the form:

[zk, yl] = 0, ∀k, l. (5.1)

As it turns out, if the remaining constraints on z satisfy convex constraints and f(y, z) is convex
on z, then a partial form of strong ncKKT holds for the variables z. Similarly, if the remaining
constraints on z satisfy ncMFCQ, then the variables z will satisfy a form of normed ncKKT.
Both scenarios thus allow us to derive stronger SDP constraints than the mere essential ncKKT
would permit, further boosting the speed of convergence of the vanilla SDP hierarchy [73].

In this section, we define these partial forms of operator optimality and find sufficient criteria
to ensure that they hold. One of these criteria will be used in Section 6.2 to derive new SDP
constraints for maximizations over Bell functionals.

5.1. Partial normed ncKKT conditions

Theorem 5.1. Consider an Archimedean NPO (2.13) with variables x = (y, z), with z =
(z1, . . . , zq) such that

(a) The only constraints involving both types of variables y and z are the following:

[yr, zs] = 0, ∀r, s. (5.2)

(b) The remaining constraints involving variables of type z are

ĝi(z) ≥ 0, i = 1, . . . ,mZ ,

ĥj(z) = 0, j = 1, . . . ,m′
Z ,

(5.3)

and satisfy ncMFCQ.

Then, for any bounded solution σ⋆ of Problem (2.13), there exist Hermitian linear functionals
{µi : C⟨z⟩ → C}i, {λ±i : C⟨z⟩ → C}j, non-negative on M({ĝi(z)}i) + I({ĥj(z)}j), such that

µi(ĝi) = 0, i = 1, . . . ,mZ , (5.4a)

σ⋆ (∇zf(p))−
∑
i

µi (∇z ĝi(p))−
∑
j

λj

(
∇zĥj(p)

)
= 0, ∀p ∈ C⟨z⟩q, (5.4b)

with λj = λ+j − λ−j , for j = 1, . . . ,mZ .

Proof. Let σ⋆ be a solution of Problem (2.13). For fixed k ∈ N, consider the following SDP:

min
ϵ,µ,λ

ϵ

s.t. ϵ ≥ 0,

µki (pp
∗) + ϵ∥p∥22 ≥ 0, ∀p ∈ C⟨z⟩, deg(p) ≤ k, i = 1, ., , ,mZ ,

µki (pĝlp
∗) + ϵ∥p∥22 ≥ 0, ∀p ∈ C⟨z⟩, deg(p) ≤ k −

⌈
deg(ĝl)

2

⌉
, i, l = 1, . . . ,mZ ,

µki (s
+ĥjs

−) = 0, ∀s+, s− ∈ C⟨z⟩, deg(s+) + deg(s−) ≤ 2k − deg(ĥj), j = 1, . . . ,m′
Z ,

µki (sĝi) = µki (ĝis) = 0, ∀s ∈ C⟨z⟩, deg(s) ≤ 2k − deg(gi), i = 1, . . . ,m,

λkj (s
+ĥjs

−) = 0, ∀s+, s− ∈ C⟨z⟩, deg(s+) + deg(s−) ≤ 2k − deg(hj), j = 1, . . . ,m′
Z ,

σ⋆
(
f ′(p)

)
−
∑
i

µki (∇z ĝi(p))−
∑
j

λkj (∇zhj(p)) = 0, ∀p ∈ C⟨z⟩q,
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degz
(
f ′(p)

)
, deg (∇z ĝi) , deg

(
∇zĥj

)
≤ 2k − deg(p), (5.5)

where

f ′(p) = lim
δ→0

f(Y ⋆, Z⋆ + δp(Z⋆))− f(Y ⋆, Z⋆)

δ
, (5.6)

and the expression degz (•) denotes the degree of • with respect to the variables z.
Invoking Lemma 4.3 as in the proof of Theorem 4.1, we find that this SDP problem has a

solution for every ϵ > 0. Next, using relations (4.75a), (4.75b), like in the proof of Theorem 4.5, it
is shown that Problem (5.5) is also feasible for ϵ = 0. Moreover, we can replace the variables µki by
bounded positive functionals {µi}i, compatible with the constraints {ĝi(z) ≥ 0}i ∪{ĥj(z) = 0}j .
Finally, we invoke the linear independence of the gradients of {ĥj}j as in Lemma 4.13 to prove
that {λkj }j can be replaced by linear functionals.

5.2. Partial strong ncKKT conditions

Theorem 5.2. Consider an NPO Problem (2.13), not necessarily Archimedean, with variables
x = (y, z), with z = (z1, . . . , zq) such that

(a) The only constraints involving both types of variables y and z are the following:

[yr, zs] = 0, ∀r, s. (5.7)

(b) The remaining constraints involving variables of type z are

ĝi(z) ≥ 0, i = 1, . . . ,mZ ,

ĥj(z) = 0, j = 1, . . . ,m′
Z ,

(5.8)

where {ĝi}i are matrix concave non-commutative polynomials and {ĥj}j are affine linear
polynomials with linearly independent gradients.

(c) There exist r ∈ R+ and polynomials Q = (Q1, . . . , Qq) such that

ĝi(Q(z))− r (5.9)

is a weighted sum of squares, for i = 1, . . . ,mZ , and

ĥj(Q(z)) =
∑
l,j′

sjj′l(z)ĥj′(z)s
′
jj′l(z), (5.10)

for some polynomials sjj′l, s′jj′l, for j = 1, . . . ,m′
Z .

(d) Let {g̃i(y) ≥ 0}i ∪ {h̃j(y) = 0}j be the remaining constraints on y. Then f(y, z) satisfies

d2f(y, z + th)

dt2

∣∣∣
t=0

=
∑
l,k

ζ+lk(y, z, h)[yk, zl]ζ
−
lk(y, z, h) + η+lk(y, z, h)[yk, hl]η

−
lk(y, z, h)

+
∑
l

θl(z, h, y)θ
∗
l (z, h, y) +

∑
i

θil(z, h, y)g̃i(y)θ
∗
il(z, h, y) +

∑
j

ι+jl(z, h, y)h̃j(y)ι
−
jl(z, h, y),

(5.11)

for some polynomials ζ±, η, θ, ι±.
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Let (H⋆, X⋆, σ⋆) be any bounded solution of Problem (2.5), with X⋆ = (Y ⋆, Z⋆), and denote
by C∗(Z⋆) the C∗-algebra generated by Z⋆1 , . . . , Z

⋆
q . Then, there exist positive linear functionals

{µi : C∗(Z⋆) → C}i and bounded Hermitian linear functionals {λi : C∗(Z⋆) → C}j such that

µi(ĝi(Z
⋆)) = 0, i = 1, . . . ,mZ , (5.12a)

σ⋆ (∇zf(p))−
∑
i

µi (∇z ĝi(p))−
∑
j

λj

(
∇zĥj(p)

)
= 0, ∀p ∈ C∗(Z⋆)q. (5.12b)

The following lemma is the key to arrive at this result.

Lemma 5.3. Let A be a C∗-algebra, call Ah its set of Hermitian elements. Let Z = (Z1, . . . , Zq)
be a set of Hermitian operator variables and let f̃ : Aq → C be a Hermitian convex function4.
Given some concave non-commutative polynomials {ĝi} and linearly independent affine linear
polynomials {ĥi}, consider the optimization problem

min
Z∈Aq

f̂(Z)

s.t. ĝi(Z) ≥ 0, i = 1, . . . ,mZ ,

ĥj(Z) = 0, j = 1, . . . ,m′
Z .

(5.13)

Suppose that an optimal solution exists, call it Z⋆.
Further assume that Problem (5.13) admits a strictly feasible point, i.e., there exists a feasible

tuple Ẑ ∈ Aq such that

ĝi(Ẑ) > 0, i = 1, . . . ,mZ ,

ĥj(Ẑ) = 0, j = 1, . . . ,m′
Z .

(5.14)

Then, there exist positive linear functionals µi : A → C, i = 1, . . . ,mZ , and bounded Hermitian
linear functionals λj : A → C, j = 1, . . . ,m′ satisfying

µi(ĝi(Z
⋆)) = 0, i = 1, . . . ,mZ , (5.15)

such that Z⋆ is a solution of the unconstrained optimization problem

min
Z∈Aq

h

L(Z;µ, λ), (5.16)

with

L(Z;µ, λ) := f̂(Z)−
∑
i

µi(ĝi(Z))−
∑
j

λj(ĥj(Z)). (5.17)

Proof. It suffices to follow the classical proof of the Slater criterion for strong duality (cf. [64,
§4.2]). Given Z⋆, we define the sets:

A :={(r, S, T ) : r ∈ R, S ∈ AmZ
h , T ∈ Am′

Z
h ,

∃Z1, . . . , Zn ∈ Ah, f̂(Z) ≤ r, −ĝi(Z) ≤ Si, ĥj(Z) = Tj , ∀i, j},
B :={(ν, 0, 0) : ν < f̂(Z⋆)}.

(5.18)

Clearly, A ∩B = ∅. Also, both sets are convex. Since they live in a real normed space (namely,
R×AmZ+m′

Z ) and B is open, the Hahn-Banach separation theorem [76, Theorem V.4(a)] implies
that there exists a separating linear functional (ϕ, µ, λ) and α ∈ R such that

ϕr +
∑
i

µi(Si) +
∑
j

λj(Tj) ≥ α, ∀(r, S, T ) ∈ A, (5.19a)

4 Namely, f(δZ1 + (1− δ)Z2) ≤ δf(Z1) + (1− δ)f(Z2), for all δ ∈ R, 0 ≤ δ ≤ 1, Z1, Z2 ∈ Aq
h.
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ϕν ≤ α, ∀(ν, 0, 0) ∈ B. (5.19b)

Note that, from the definition of A, for any y ∈ A, (r, S, T ) ∈ A implies that (r, S′, T ) ∈ A, with
S′
i = Si + yy∗, and S′

j = Sj , for j ̸= i. Now, suppose that there exists y such that µi(yy∗) < 0.
Then, we could make the left-hand side of Eq. (5.19a) arbitrarily small, just by replacing Si with
Si + uyy∗, with u ∈ R+ sufficiently large. It follows that, for all i, µi(yy∗) ≥ 0, i.e., {µi}i are
positive linear functionals of A.

Notice as well that we can choose ν to be arbitrarily small in Eq. (5.19b). It follows that
ϕ ≥ 0. We next prove that ϕ > 0.

From Eqs. (5.19a), (5.19b) we have that

ϕf̂(Z)−
∑
i

µi(gi(Z))−
∑
j

λj(hi(Z)) ≥ α ≥ ϕf̂(Z⋆), ∀Z ∈ Aπ. (5.20)

Now, take Z = Ẑ. We have that

ϕ(f̂(Ẑ)− f(Z⋆)) ≥
∑
i

µi(gi(Ẑ)). (5.21)

Now, suppose that ϕ = 0. Then, the equation above implies that µi(ĝi(Ẑ)) = 0, for all i. Since
ĝi(Ẑ) > 0, it follows that µi = 0 for all i. Hence we deduce that ϕ = 0 implies µi = 0 for all i.
Therefore, Eq. (5.19a) implies that∑

j

λj(hj(Z)) ≥ α, ∀Z. (5.22)

This can just be true if the left-hand side does not depend on Z at all. Now, let ĥj(Z) :=∑
k βjkZk − bj . Non-dependence on Zk implies that the functional

∑
j βjkλj vanishes, for all

k. Now, take any W ∈ A such that there exists l with λl(W ) ̸= 0. Then, we have that∑
j βjkλj(W ) = 0 for all k, and thus the rows of the matrix β are not linearly independent. It

follows that λj = 0 for all j. However, that would imply that the separating linear functional
(ϕ, µ, λ) is zero, which contradicts the Hahn-Banach theorem.

From all the above it follows that ϕ > 0. Dividing Eq. (5.20) by ϕ, we have that

f̂(Z)−
∑
i

µ̃i(ĝi(Z))−
∑
j

λ̃j(ĥj(Z)) ≥ f̂(Z⋆), ∀Z, (5.23)

where µ̃i := 1
ϕµi are positive linear functionals and λ̃j := 1

ϕλj are linear functionals.
Finally, take Z = Z⋆ in Eq. (5.23). We arrive at:

f(Z⋆)−
∑
i

µ̃i(ĝi(Z
⋆)) ≥ f(Z⋆). (5.24)

This can only be true if the second term of the left-hand-side of the equation above vanishes,
i.e., if Z⋆ satisfies the complementary slackness condition (5.15). In that case,

L(Z⋆, µ̃, λ̃) = f̂(Z⋆), (5.25)

and so, by the above equation and (5.23), Z⋆ is a global solution of the unconstrained problem
(5.16).

Proof of Theorem 5.2. Let (H⋆, σ⋆, X⋆) be a solution of Problem (2.5), withX⋆ = (Y ⋆, Z⋆). Call
A the algebra generated by Z⋆. Since the only relations connecting y with z are the commutation
relations (5.7), it follows that the solution p⋆ of Problem (2.13) satisfies

p⋆ = min
Z∈Aq

f̂(Z)

s.t. ĝi(Z) ≥ 0, i = 1, . . . ,mZ ,

ĥj(Z) = 0, j = 1, . . . ,m′
Z ,

(5.26)
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with the function f̂ : A → C defined as:

f̂(Z) = σ⋆(f(Y ⋆, Z)). (5.27)

Moreover, one of the minimizers of (5.26) is Z = Z⋆. This function is convex by virtue of
Eq. (5.11), which ensures that its Hessian is non-negative [30].

In addition, by Eqs. (5.9), (5.10), we know that the choice Ẑ = Q(Z⋆) satisfies the constraints
ĝi(Ẑ) > 0 for all i, ĥj(Ẑ) = 0 for all j. We can thus invoke Lemma 5.3 and conclude that Z⋆ is
the solution of the unconstrained Problem (5.16), for some positive linear functionals {µi}i and
bounded Hermitian linear functionals {λj}j . Next, for any q-tuple of symmetric polynomials p
on z, consider the following trajectory in Aq

Z(t) := Z⋆ + tp(Z⋆). (5.28)

Since Z⋆ is a minimizer of Problem (5.16), it follows that

0 =
dL(Z(t);µ, λ)

dt

∣∣∣
t=0

= σ⋆ (∇zf(Y
⋆, z)(p(Z⋆)))−

∑
i

µki

(
∇z ĝi(p)

∣∣∣
Z=Z⋆

)
−
∑
j

λj

(
∇zĥj(p)

∣∣∣
Z=Z⋆

)
.

(5.29)

Since this relation is valid for arbitrary p ∈ C⟨z⟩q, we arrive at the statement of the theorem.

6. APPLICATIONS

6.1. Many-body quantum systems

A consequence of the state optimality condition (3.2) is that the computation of the properties
of condensed matter systems at zero temperature admits an NPO formulation. Consider, for
instance, an n-qubit quantum system. Each such qubit or subsystem j has an associated set of
operators σjx, σjy, σjz, which form a Pauli algebra:

(σjx)
2 = (σjy)

2 = (σjz)
2 = 1,

σjxσ
j
y − iσjz = σjyσ

j
z − iσjx = σjzσ

j
x − iσjy = 0.

(6.1)

In a sense, these operators represent everything we can measure in any such subsystem. Being
independent systems, the operators of different subsystems commute:

[σja, σ
k
b ] = 0, a, b ∈ {x, y, z}, j ̸= k. (6.2)

The set of constraints (6.1), (6.2) admits (up to unitary equivalence) a unique irreducible operator
representation π : C⟨x⟩ → B(C2)⊗n, with

π(σjx) := I⊗j−1
2 ⊗

(
0 1

1 0

)
⊗ I⊗n−j2 ,

π(σjy) := I⊗j−1
2 ⊗

(
0 −i
i 0

)
⊗ I⊗n−j2 ,

π(σjz) := I⊗j−1
2 ⊗

(
1 0

0 −1

)
⊗ I⊗n−j2 .

(6.3)

It is easy to see that π satisfies the conditions of Proposition 4.20.
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The n qubits jointly interact through a 2-local Hamiltonian. This is an operator of the form

H(σ) =

n∑
j>k

Pjk(σ
j , σk), (6.4)

where σj := (σjx, σ
j
y, σ

j
z) and Pjk is a polynomial of degree 2. At zero temperature, the system is

described by one of the eigenvectors of π(H) with minimum eigenvalue. Any such eigenvector is
called a ground state.

For large n, computing E0(H) is Quantum-Merlin-Arthur-hard (QMA-hard) [51]. Quantum
chemists [54, 55, 60] (and, more recently, condensed matter physicists [26, 42, 77, 89]) use NPO
to lower bound E0(H). In essence, they relax the problem

E0(H) =min ρ(H)

s.t. (σjx)
2 = (σjy)

2 = (σjz)
2 = 1, j = 1, . . . , n,

σjxσ
j
y − iσjz = σjyσ

j
z − iσjx = σjzσ

j
x − iσjy = 0, j = 1, . . . , n,

[σja, σ
k
b ] = 0, a, b ∈ {x, y, z}, j ̸= k

(6.5)

through hierarchies of SDPs.
Knowing the ground state energy of a condensed matter system is very useful: if positive, it

signals that the system is unstable; if negative, its absolute value corresponds to the minimum
energy required to disintegrate it.

However, both physicists and chemists are also interested in estimating other properties of the
set of ground states. Take, for instance, the magnetization of the sample. Basic quantum me-
chanics teaches us that the magnetization M of a condensed matter system at zero temperature
lies in [M−,M+], with

M± := ∓min{∓⟨ψ|π(
∑
j

σjz)|ψ⟩ : ⟨ψ| • |ψ⟩ ∈ Gr(π(H))}. (6.6)

For instance, Wang et al. [89] study a relaxation of this problem. First, using variational methods,
they derive an upper bound E+

0 on E0(H). Next, they relax the NPO problem:

M̄± =∓min{∓ρ(
∑
j

σjz)}

s.t. (σjx)
2 = (σjy)

2 = (σjz)
2 = 1, j = 1, . . . , n,

σjxσ
j
y − iσjz = σjyσ

j
z − iσjx = σjzσ

j
x − iσjy = 0, j = 1, . . . , n,

[σja, σ
k
b ] = 0, a, b ∈ {x, y, z}, j ̸= k,

ρ(H) ≤ E+
0 .

(6.7)

Any SDP relaxation of the problem above of order k will produce two quantities M̄±
k , with the

property that M ∈ [M̄−
k , M̄

+
k ].

However, the method proposed by Wang et al. [89] is only feasible when good variational
methods for the considered Hamiltonian are available. Indeed, given a loose upper bound
E+

0 on E0(H), one should not expect great results. Correspondingly, the numerical results
of [89] are remarkable for 1D quantum systems. Those have Hamiltonians of the form H =∑

j Pj,j+1(σ
j , σj+1), and one can obtain good approximations to their ground state energies via

tensor network state methods [14, 43, 87]. The results of [89] are not that good for 2D systems,
namely, qubit systems with a Hamiltonian of the form (6.12) below. For such systems, current
variational tools are very imprecise [80].
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The state optimality condition (3.2) allows us to formulate Problem (6.6) as the following
NPO:

m± =∓min ρ(∓
∑
j

σjz)

s.t. (σjx)
2 = (σjy)

2 = (σjz)
2 = 1, j = 1, . . . , n,

σjxσ
j
y − iσjz = σjyσ

j
z − iσjx = σjzσ

j
x − iσjy = 0, j = 1, . . . , n,

[σja, σ
k
b ] = 0, a, b = x, y, z; j ̸= k,

ρ ∈ Gr(H).

(6.8)

In turn, the last constraint can be modeled by enforcing the relations:

σ([H, p]) = 0 (6.9a)

σ

(
p∗Hp− 1

2
{H, p∗p}

)
≥ 0. (6.9b)

Note that the quotient of C⟨{σia : a = 1, 2, 3, i = 1, . . . , n}⟩ with the Pauli constraints (6.1),
(6.2) has dimension 4n. Hence, by Remark 3.10 and Theorem 3.9, the resulting SDP hierarchy
converges to the solution of Problem (6.8).

The advantage of the formulation (6.8) with respect to (6.7) is that it does not require any
upper bound on E0(H). Problem (6.8) is thus appropriate to tackle 2D and 3D systems, and
even spin glasses [56].

We illustrate our technique by bounding the ground state energy and magnetization of a
translation-invariant Heisenberg model in 1D and 2D with periodic boundary conditions. All
calculations were done using the toolkit for non-commutative polynomial optimization Moment
[22], the modeller YALMIP [52], and the solver MOSEK [57]. For simplicity, the only symmetry
of the problem we exploited was translation invariance. A full use of the symmetries of problem,
as done in Ref. [89], leads to dramatic improvements in performance.

In the 1D case, the Hamiltonian reads

H =
1

4

n−1∑
i=0

∑
a∈{x,y,z}

σiaσ
i⊕1
a , (6.10)

where addition ⊕ is modulo n.
Results for the energy are shown in Table 6.1. Here, the lower bounds are much tighter

than the upper bounds. This is because when calculating the lower bound the state optimality
condition (3.2) is only a tightening of the SDP: without it, the SDP hierarchy (2.15) would
converge anyway to the ground state energy. In calculating the upper bound, however, the state
optimality condition (3.2) is doing all the work, as without it the SDP would converge to the
system’s maximum energy.

The magnetization is given by

M =

n−1∑
i=0

σiz. (6.11)

Note that H has the symmetry σ⊗nx Hσ⊗nx = H, whereas the magnetization obeys σ⊗nx Mσ⊗nx =
−M . This implies that if the magnetization of the ground state |g⟩ is m, then σ⊗nx |g⟩ will also
be a ground state with magnetization −m. If these states are equal (up to a global phase), this
implies that m = 0. Otherwise the ground state is degenerate and both alternatives show up.
We have found numerically that for even n the magnetization per site is always zero, and for
odd n it is ±1/n.
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n Lower bound Exact value Upper bound
6 −0.4671 −0.4671 −0.4671

7 −0.4079 −0.4079 −0.4079

8 −0.4564 −0.4564 −0.4564

9 −0.4251 −0.4219 −0.4189

10 −0.4515 −0.4515 −0.4306

11 −0.4460 −0.4290 −0.4020

12 −0.4492 −0.4489 −0.3886

13 −0.4475 −0.4330 −0.3987

14 −0.4518 −0.4474 −0.3013

15 −0.4506 −0.4356 −0.3001

16 −0.4509 −0.4464 −0.3013

17 −0.4501 −0.4373 −0.3004

Table 6.1. Ground state energy per site of 1D Heisenberg model. Up to n = 10 we use all nearest-neighbor
monomials of degree up to 4, for n = 11 until n = 13 degree up to 3, and for higher n degree up to 2.

Since the SDP respects the same symmetries as the original problem, if it gives −m as a lower
bound to the magnetization, it will give m as an upper bound. Therefore we have reported the
numerical results only for the lower bound of the magnetization, together with the lowest exact
value. Results are shown in Table 6.2.

n Lower bound Lowest exact value
6 0 0

7 −0.1469 −0.1429

8 0 0

9 −0.1118 −0.1111

10 −0.0315 0

11 −0.1379 −0.0909

12 −0.1422 0

13 −0.1378 −0.0769

14 −0.1780 0

15 −0.1742 −0.0667

16 −0.1715 0

17 −0.1693 −0.0588

Table 6.2. Magnetization per site of 1D Heisenberg model. Up to n = 10 we use all nearest-neighbor
monomials of degree up to 4, for n = 11 until n = 13 degree up to 3, and for higher n degree up to 2.

In the 2D case the Hamiltonian reads

H =
1

4

L−1∑
i,j=0

∑
a∈{x,y,z}

σi,ja (σi⊕1,j
a + σi,j⊕1

a ), (6.12)

where σi,ja denotes the Pauli matrix a at the (i, j) site of the square lattice. Results for the
energy are shown in Table 6.3, and for the magnetization in Table 6.4.

Problem (6.8) can also be adapted to deal with the thermodynamic limit, n = ∞. In that
case, we demand the Hamiltonian to have a special symmetry called translation invariance. For
one-dimensional materials, H would be of the form:

H =
∞∑

j=−∞
P (σj , σj+1). (6.13)
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n Lower bound Exact value Upper bound
32 −0.4637 −0.4410 −0.3647

42 −0.7077 −0.7018 −0.2383

52 −0.6732 −0.2388

62 −0.7086 −0.2389

Table 6.3. Ground state energy per site of 2D Heisenberg model. For L = 3 we used all nearest-neighbor
monomials of degree up to 3. For L = 4 we used degree up to 3 for the moment matrix and up to 2 for
the state optimality condition (3.2). For higher L we used degree up to 2.

n Lower bound Lower exact value
32 −0.2097 −0.1111

42 −0.2106 0

52 −0.3124

62 −0.3161

Table 6.4. Magnetization per site of 2D Heisenberg model. For L = 3 we used all nearest-neighbor
monomials of degree up to 3. For L = 4 we used degree up to 3 for the moment matrix and up to 2 for
the state optimality condition (3.2). For higher L we used degree up to 2.

The reader could be worried by the fact that there are infinitely many operator variables. How-
ever, we can take the state ρ to be translation-invariant, i.e., invariant under the ∗-isomorphisms

πR(σ
j
a) = σj+1

a , πL(σ
j
a) = σj−1

a . (6.14)

In that case, one can relax the problem of minimizing the energy-per-site e0(H) := minρ ρ(P (σ
1, σ2))

to

en0 :=min ρ(P (σ1, σ2))

s.t. (σjx)
2 = (σjy)

2 = (σjz)
2 = 1, j = 1, . . . , n,

σjxσ
j
y − iσjz = σjyσ

j
z − iσjx = σjzσ

j
x − iσjy = 0, j = 1, . . . , n,

[σja, σ
k
b ] = 0, a, b ∈ {x, y, z}, j ̸= k

ρ(p) = ρ(πL(p)) = ρ(πR(p)), for p, πL(p), πR(p) ∈ C⟨σ1, . . . , σn⟩.

(6.15)

It can be proven that limn→∞ en0 coincides with the energy-per-site in the thermodynamic limit.
The bootstrap technique adds to this NPO the first optimality condition (6.9a) [26, 27]. Note
that, if p ∈ C⟨σ2, . . . , σn−1⟩ has degree k, then the expression in (6.9a) has degree k+1 and only
involves the variables σ1, . . . , σn.

The bootstrap technique thus allows computing lower bounds on e0(H). It cannot be used,
however, to bound other properties of the ground states of H.

Things change dramatically when we add the optimality condition (6.9b), for it also allows us
to bound whatever local property of the system, such as the magnetization. For 1D Hamiltonians
(6.13), if p has degree k and depends on the variables σ2, . . . , σn−1, the polynomial in Eq. (6.9b)
will be of degree 2k + 1 and only depend on σ1, . . . , σn. Thus, even though we are working in
the thermodynamic limit, the state optimality condition can be evaluated. This is, in fact, the
case for any translation-invariant scenario in arbitrarily many spatial dimensions.

For any local property o, the corresponding SDP hierarchies will converge to the exact interval
of allowed values for o (at zero temperature).

In order to illustrate our technique we bounded the ground state properties of the 1D Heisen-
berg model, with Hamiltonian given by

H =
1

4

∞∑
i=−∞

∑
a∈{x,y,z}

σiaσ
i+1
a . (6.16)
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Results for the energy are shown in Table 6.5.

n Lower bound Upper bound
6 −0.4671 −0.3751

7 −0.4564 −0.3930

8 −0.4564 −0.4004

9 −0.4520 −0.4045

10 −0.4516 −0.4069

11 −0.4500 −0.4084

12 −0.4490 −0.4097

Table 6.5. Ground state energy per site of 1D Heisenberg model in the thermodynamic limit. For
comparison the exact value is 1/4− log(2) ≈ −0.4431. We used all nearest-neighbor monomials of degree
up to 4.

6.2. The curious case of quantum Bell inequalities

Consider a quantum bipartite Bell experiment [8, 85], where two separate parties conduct
measurements on an entangled quantum state. The first party, Alice, conducts measurement x
and obtains outcome a. The second party, Bob, respectively calls y, b his measurement setting and
outcome. If Alice and Bob conduct many experiments, then they can estimate the probabilities
P = (P (a, b|x, y) : x, y = 1, . . . , n; a, b = 1, . . . , d). Given a linear functional C on P (also called
a Bell functional), we wish to determine the minimum value of

C(P ) :=
∑
a,b,x,y

C(a, b, x, y)P (a, b|x, y) (6.17)

compatible with quantum mechanics. This leads us to formulate the following NPO:

c⋆ =minσ

1

2

∑
a,b,x,y

C(a, b, x, y){Ea|x, Fb|y}


s.t. Ea|x ≥ 0, ∀a, x,∑

a

Ea|x − I = 0, ∀x,

Fb|y ≥ 0, ∀b, y,∑
b

Fb|y − I = 0, ∀y,

[Ea|x, Fb|y] = 0, ∀a, b, x, y.

(6.18)

As we can appreciate, taking the partition X = (E,F ), the NPO satisfies the conditions of
Theorem 5.2, with QAa|x(E) = QBb|y(F ) =

1
d for all a, b, x, y.

It so happens that the solution (E⋆, F ⋆) of Problem (6.18) can be chosen such that the
non-commuting variables are all projectors [35]. That is,

(E⋆a|x)
2 = E⋆a|x, ∀a, x,

(F ⋆b|y)
2 = F ⋆b|y, ∀b, y.

(6.19)

Next, we apply Theorem 5.2 independently to Alice’s algebra A (generated by the projectors
E⋆’s) and to Bob’s algebra B (generated by the projectors F ⋆’s). The partial strong ncKKT
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conditions imply that we can, not only demand the state σ to be compatible with relations
(6.19), but also the Lagrangian multipliers of Alice’s µAa|x, λ

A
x and Bob’s µBb|y, λ

B
y to be respectively

compatible with the constraints {E2
a|x − Ea|x = 0}x,a ∪ {1 −

∑
aEa|x = 0}x and {F 2

b|y − Fb|y =

0}y,b ∪ {1−
∑

b Fb|y = 0}y.
Calling PE (PF ) the set of polynomials on the E’s (F ′s), the operator optimality relations

for the E’s read:

µAa|x(ss
∗) ≥ 0, ∀a, x, ∀s ∈ PE , (6.20a)

µAa|x

(
s
(
(Ea′|x′)

2 − Ea′|x′
)
s′
)
= 0, ∀a, a′, x, x′, ∀s, s′ ∈ PE (6.20b)

µAa|x

(
s
(∑

a′

Ea′|x′ − 1
)
s′
)
= 0, ∀a, x, x′, ∀s, s′ ∈ PE , (6.20c)

λAx

(
s
(
(Ea|x′)

2 − Ea|x′
)
s′
)
= 0, ∀a, x, x′, ∀s, s′ ∈ PE (6.20d)

λAx

(
s
(∑

a

Ea|x − 1
)
s′
)
= 0, ∀x, ∀s, s′ ∈ PE , (6.20e)

µAa|x(Ea|x) = 0, ∀a, x, (6.20f)

σ

1

2

∑
b,y

C(a, b, x, y){p, Fb|y}

 = µAa|x (p) + λAx (p), ∀a, x, ∀p ∈ PE . (6.20g)

The operator optimality relations for the F ’s are the same, under the replacements E → F ,
a → b, x → y, PE → PF , A → B. The reader can find the full optimization problem, including
the state optimality conditions in Appendix C.

6.2.1. Only two outcomes

When a, b can only take two values, it is customary to rewrite Problem (6.18) in terms of
“dichotomic operators” Ax, By. The problem to solve is thus

min σ (H)

s.t.
1−Ax

2
≥ 0,

1 +Ax
2

≥ 0, ∀x,

1−By
2

≥ 0,
1 +By

2
≥ 0, ∀y,

[Ax, By] = 0, ∀x, y

(6.21)

where H is the Bell polynomial

1

2

∑
x,y

cxy{Ax, By}+
∑
x

dxAx +
∑
y

eyBy. (6.22)

To simplify notation, we define the polynomials

Fx :=
∑
y

1

2
cxyBy +

1

2
dxI, (6.23a)

Gy :=
∑
x

1

2
cxyAx +

1

2
eyI, (6.23b)

which allow us to express H as

H =
∑
x

{Fx, Ax}+
∑
y

eyBy =
∑
y

{Gy, By}+
∑
x

dxAx. (6.24)
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As before, it can be shown that the minimizers (A⋆, B⋆) can be chosen such that

(A⋆x)
2 = (B⋆

y)
2 = 1. (6.25)

Thus, once more we can apply Theorem 5.2 to the algebra A generated by A⋆1, . . . , A
⋆
n and

conclude that one can add new state multipliers µ+x , µ−x to the problem, with the properties:

µ±x (s(A
2
x′ − 1)s′) = 0, ∀x, x′, ∀s, s′ ∈ A, (6.26a)

µ±x

(
1±Ax

2

)
= 0, ∀x, (6.26b)

σ ({p,Fx}) = µ+x (p)− µ−x (p), ∀x, ∀p ∈ A. (6.26c)

If one does not wish to introduce new variables µ±x into the NPO problem, it is easy to get
a relaxation of the conditions above that only involves evaluations with the already existing
variable σ.

Let E±
x := 1±Ax

2 . From Eq. (6.26b) and the positivity of µ±x , an analogous argument to the
one used to derive Eqs. (4.86) shows that

µ±x
(
E±
x p
)
= µ±x

(
pE±

x

)
= 0 ∀p ∈ A. (6.27)

Taking p = {Ax, q} we find that

µ±x ({Ax, q}) = ∓µ±x (q +AxqAx) = 0. (6.28)

Thus, if we set p = −{Ax, q} in Eq. (6.26c), we arrive that

−σ ({{Ax, q},Fx}) = µ+(q +AxqAx) + µ−(q +AxqAx). (6.29)

In particular, taking q = ss∗, we have that

−σ ({{Ax, ss∗},Fx}) = µ+(ss∗ +Axss
∗Ax) + µ−(ss∗ +Axss

∗Ax) ≥ 0, ∀s ∈ PE . (6.30)

Setting p = [Ax, q] in Eq. (6.26c) and using Eq. (6.27), we obtain another useful constraint:

σ ({[Ax, q],Fx}) = 0, ∀q ∈ A. (6.31)

Constraints (6.30), (6.31) are, respectively, extra positivity and linear conditions that one can
apply to the already existing variables of the ‘quantum NPO’ (6.18).

6.2.2. Numerical implementation

In order to implement numerically the constraints (6.30) and (6.31), together with the anal-
ogous constraints for Bob and the state optimality conditions (3.2), we express them in terms
of a basis of monomials. Let {mA

i }i and {mB
i }i be a basis of monomials belonging to Alice’s

and Bob’s algebra of operators, and {mi}i a basis for the entire algebra. Then the equality
constraints become

σ
(
Fx[Ax,mA

i ]
)
= 0, (6.32a)

σ
(
Gy[By,mB

i ]
)
= 0, (6.32b)

σ ([H,mi]) = 0, (6.32c)

where we are using the fact that Fx commutes with every element of Alice’s algebra, and the
analogous condition for Bob. The positivity conditions (6.30) are equivalent to the positive
semidefiniteness of the matrices {αx}x, {βy}y, γ, with elements given by

αxij := −σ
(
Fx{Ax,mA

i
∗
mA
j }
)
, (6.33a)
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βyij := −σ
(
Gy{By,mB

i
∗
mB
j }
)
, (6.33b)

γij := σ

(
m∗
iHmj −

1

2
{H,m∗

imj}
)
. (6.33c)

Note that, when dealing with Bell inequalities, it is more usual to formulate the problem as a
maximization instead of a minimization [61]. One can adapt the KKT constraints for maximiza-
tion by simply flipping the sign of the positivity conditions (6.33).

In order for the interior point algorithm to work reliably, it is vital to ensure that the problem
we are solving is strictly feasible, that is, that there exists a point that satisfies all the equality
constraints and has strictly positive eigenvalues in the positive semidefiniteness constraints [19].
Although the vanilla NPA hierarchy is always strictly feasible [84], this is in general not true
when additional constraints are enforced [4]. This is in fact the case here, as the matrix γ will
necessarily have linearly dependent columns, and therefore some of its eigenvalues will be zero.
To see that, we use Eq. (6.32c) to rewrite Eq. (6.33c) as

γij = σ(m∗
i [H,mj ]). (6.34)

This implies that a sufficient condition for some columns γ_j to be linearly dependent is that
the corresponding operators [H,mj ] are linearly dependent. This is always the case if mj = I, as
[H, I] = 0, or if {mj}j is a set of monomials that can express H itself, as [H,H] = 0. Additional
linear dependencies can show up for specific choices for H. In the Bell inequalities we consider in
this section, the only additional dependencies that appeared were in the case of the tilted CHSH
(6.35), for which [H, {A0, A1}] = [H, {B0, B1}] = 0. We removed these dependencies simply by
removing enough monomials from the set used to define γ. We verified numerically that after
doing that, the problem was always strictly feasible.

We illustrate the technique with Bell inequalities in the 2222, 3322, and 4422 scenarios. All
calculations were done using the toolkit for non-commutative polynomial optimization Moment
[22], the modeller YALMIP [52], and the arbitrary-precision solver SDPA-GMP [59]. We are
particularly interested in checking whether we have achieved convergence at some level. To do
so, we verify that the moment matrix is flat [11, 34, 47, 53, 66] or, in physicists’ slang, that it
has a rank loop [62]. We remark under the corresponding table whether it holds.

We start with a tilted version of the CHSH inequality [15], with an additional τ(A0 + B0)
term [20, 49]. In full correlation notation the coefficients table is given by0 τ 0

τ 1 1

0 1 −1

 . (6.35)

This table, which represents a Hermitian polynomial on the operators 1, {Ax}x, {By}y has to be
understood as follows: the rows are labeled by the operators O = (1, A1, A2); the columns, by
the operators O′ = (1, B1, B2). The Oj , O′

k-th entry of the table corresponds to the coefficient
multiplying 1

2{Oj , O
′
k}.

For two different values of τ , we upper bound the maximum average of this polynomial, see
Tables 6.6 and 6.7. As τ tends to 1 the level at which the NPA hierarchy converges exactly seems
to get ever higher.

Our next example is the well-studied I3322 inequality [16, 71, 79]. In full correlation notation
the coefficients table is given by

1

4


0 −1 −1 0

−1 −1 −1 −1

−1 −1 −1 1

0 −1 1 0

 . (6.36)
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level NPA NPA+KKT
2 3.9003 2967 3.9003 1859

3 3.9001 6474 3.9001 6389

4 3.9001 6389

Table 6.6. Results for the tilted CHSH inequality with τ = 0.95. For comparison, the analytical value is
3.9001 6389 9372 [24]. With the KKT constraints we get a rank loop at level 3, and without at level 4.

level NPA NPA+KKT
2 3.9800 1157 3.9800 1078

3 3.9800 0416 3.9800 0280

4 3.9800 0217 3.9800 0132

5 3.9800 0156

6 3.9800 0132

Table 6.7. Results for the tilted CHSH inequality with τ = 0.99. For comparison, the analytical value is
3.9800 0132 8893 [24]. With the KKT constraints we find a rank loop at level 4; without, at level 7.

The results are shown in Table 6.8. Its maximal violation is conjectured to occur only for an
infinite-dimensional system [71], and a rank loop implies the existence of a finite-dimensional
system achieving the maximum. Therefore we expected to find no rank loop here, as was indeed
the case. For increased efficiency the calculations here were done without the positivity conditions
(6.33), as they did not seem to improve the results.

level NPA NPA+KKT
2 1.2509 3972 1.2509 3965

3 1.2508 7556 1.2508 7554

4 1.2508 7540 1.2508 7538

5 1.2508 7538

Table 6.8. Results for the I3322 inequality. For comparison, the best known lower bound is
1.2508 7538 4513. No rank loop was found.

Our final example is the I204422 inequality [9], that had a gap between the best known lower
bound and the best known upper bound (see Table IV of Ref. [70]). In full correlation notation
the coefficients table is given by

1

4


−12 −1 −1 −2 4

−1 −1 1 1 2

−1 1 −1 1 2

−2 1 1 −2 2

4 2 2 2 −2

 . (6.37)

The results are shown in Table 6.9. For increased efficiency the calculations here were done
without the positivity conditions (6.33), as they did not seem to improve the results.

We have also experimented with the weak ncKKT conditions from Definition 3.16, even
though they are not proven to hold for this problem. In all cases we got the same numerical
answer as with the partial KKT conditions, except in the tilted CHSH case (6.35), where we got
numerical problems.
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level NPA NPA + KKT
2 0.5070 6081 0.5020 4577

3 0.4677 5783 0.4676 7939

4 0.4676 7939

Table 6.9. Results for the inequality I204422. For comparison, the best known lower bound is 0.4676 7939.
With the KKT constraints we get a rank loop at level 3, and without at level 4.

7. CONCLUSION

In this work, we have generalized the KKT optimality conditions to non-commutative poly-
nomial optimization problems (NPO). These enforce new equality and positive semidefinite con-
ditions on the already existing hierarchies of SDPs used in NPO.

The state optimality conditions (Eq. (3.2)) and essential ncKKT (Eq. (3.30)), a loose version
of the operator optimality conditions, hold for all problems. In contrast, normed and strong
ncKKT conditions need to be justified through some constraint qualification. The existence of
an SOS certificate to solve the NPO problem is enough to guarantee that the strong ncKKT
conditions hold. This property is difficult to verify for most NPO problems a priori. However,
we found that it is satisfied by all Archimedean NPO problems with strictly feasible convex
constraints or a faithful finite-dimensional representation.

In addition, we generalized a known ‘classical’ qualification constraint: Mangasarian-Fromovitz
Constraint Qualification (MFCQ), which legitimates the use of normed ncKKT conditions in
NPO. We also presented very mild conditions that guarantee that at least some relaxed form of
either the normed or the strong ncKKT conditions holds. Those conditions are satisfied in the
NPO formulation of quantum nonlocality, and thus have immediate practical applications.

We tested the effectiveness of the non-commutative KKT conditions by upper bounding the
maximal violation of bipartite Bell inequalities in quantum systems. We found that the par-
tial ncKKT conditions do improve the speed of convergence of the SDP hierarchy, sometimes
achieving convergence at a finite level. This hints that the collapse of Lasserre’s hierarchy of SDP
relaxations [44] under the KKT constraints, proven in [65], might extend to the non-commutative
case.

Similarly, we applied the state optimality conditions to bound the local properties of ground
states of many-body quantum systems. Prior to our work, there was no mathematical tool
capable of delivering rigorous bounds that did not rely on variational methods, see [89]. It is
intriguing whether the state optimality conditions can be integrated within renormalization flow
techniques, like those proposed in [42]. That would allow one to skip several levels of the SDP
hierarchy through a careful (Hamiltonian-dependent) trimming of irrelevant degrees of freedom,
thus delivering much tighter bounds on key physical properties.
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Appendix A: Heuristic derivation of the first-order optimality conditions

The KKT conditions can be non-rigorously derived by considering infinitesimal variations
over x⋆ of the Lagrangian functional

Lc = f(x)−
∑

i∈A(x⋆)

µigi(x)−
∑
j

λjhj(x), (A.1)

with {µi}i ⊂ R+, {λj}j ⊂ R.
In this work, we seek the non-commutative analogs of the first-order optimality conditions

(2.2). To find them, we start by writing a Lagrangian for Problem (2.5).
Let (H⋆, X⋆, ψ⋆) be any bounded solution of Problem (2.5). For technical convenience, rather

than considering general variations of the operators X⋆
1 , . . . , X

⋆
n within B(H⋆), we will demand

those to be within C∗(X⋆), the unital C∗-algebra generated by the operatorsX⋆ := (X⋆
1 , . . . , X

⋆
n).

Consequently, from now on we regard the state ψ⋆ as a linear, positive, normalized functional
on C∗(X⋆).

Note that any operator inequality constraint g(X̄) ≥ 0 can be interpreted as an infinity of
inequality constraints of the form ω(g(X̄)) ≥ 0 for all states ω : C∗(X⋆) → C. The set of active
constraints at X⋆ thus corresponds to {ω(g(X̄)) ≥ 0 : ω ≥ 0, ω(g(X⋆)) = 0}. Similarly, the
equality constraint h(X̄) = 0 is equivalent to the condition ξ(h(X̄)) = 0, for all Hermitian linear
functionals ξ : C∗(X⋆) → C, and the set of active constraints associated to the positivity of the
state ψ⋆ is {ψ(w) ≥ 0 : w ≥ 0, ψ⋆(w) = 0}.

Bearing the last two paragraphs in mind, the non-commuting analog of the classical La-
grangian (A.1) is:

L = ψ(f(X̄))−
∫
ψ⋆(w)=0,
w≥0

M(w)dwψ (w) + α(1− ψ(1))

−
∑
i

∫
ω(gi(X

⋆))=0,
ω state

νi(ω)dω ω(gi(X̄))−
∑
j

∫
Θj(ξ)dξ ξ(hj(X̄)), (A.2)

where the Hermitian operator variables X̄ = (X̄1, . . . , X̄n) are elements of C∗(X⋆) and ψ :
C∗(X⋆) → C represents our state variable. The multipliers α, M(w)dw, {νi(ω)dω}i, {Θj(ξ)dξ}j
respectively denote a real variable and measure-type variables over the set of positive semidefinite
w ∈ C∗(X⋆), the set of states ω and the set of Hermitian linear functionals ξ.

Notice that integration over the set of states (or functionals, or positive semidefinite elements)
of a C∗-algebra might not be well defined if the latter is infinite dimensional. This lack of
mathematical rigor is all right: we are not aiming to prove optimality conditions, just to guess
their form.

For simplicity, for each i, we next define a new multiplier µi, of the form

µi :=

∫
ω(gi(X

⋆))=0,
ω state

νi(ω)dω ω. (A.3)

We do likewise with the integration over w, i.e., we define

M :=

∫
ψ⋆(w)=0,
w≥0

M(w)dww. (A.4)

By (A.3), (A.4), it follows that, for each i, µi is a positive linear functional and that M is positive
semidefinite. Moreover,

µi(gi(X
⋆)) = 0, i = 1, . . . ,m,

ψ⋆(M) = 0.
(A.5)
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These conditions are a non-commutative analog of complementary slackness [68].
Analogously, we absorb the integrals over ξ by defining the Hermitian linear functionals

λj :=

∫
Θj(ξ)dξ ξ. (A.6)

Substituting in (A.2), this expression is simplified to:

L = ψ(f(X̄))− ψ(M) + α(1− ψ(1))−
∑
i

µi(gi(X̄))−
∑
j

λj(hj(X̄)). (A.7)

We next arrive at candidate first-order optimality conditions for Problem (2.5) by varying
the problem state variable ψ and the operator variables X̄ in Eq. (A.7), all the while imposing
the stationarity of L. That way, we will obtain two sets of independent constraints: the state
optimality conditions (3.2) and strong ncKKT (3.25).

1. State optimality conditions

Varying the state ψ : C∗(X⋆) → C in (A.7) from the optimal ψ⋆ to ψ⋆ + δψ leads to the
condition

f(X⋆)− αI =M ≥ 0. (A.8)

On the other hand, complementary slackness implies that ψ⋆(M) = 0, i.e., the optimal state ψ⋆

is a ground state of f(X⋆) − α and E0(f(X
⋆) − α) = 0. From ψ⋆(f(X⋆)) = p⋆, we have that

α = p⋆.
Call H = f(X⋆). By Proposition 3.5, we have

ψ⋆(H•) = ψ⋆(•H) = p⋆ψ⋆(•). (A.9)

This implies that

ψ⋆([H, q]) = 0, ∀q ∈ C∗(X⋆). (A.10)

In addition, assuming (w.l.o.g.5) that ψ⋆ is cyclic, the condition f(X⋆)− p⋆ ≥ 0 is equivalent to

ψ⋆(q∗(f(X⋆)− p⋆)q) ≥ 0, ∀q ∈ C∗(X⋆). (A.11)

Due to (A.9), the second term of the left-hand side of the above equation can be written as
1
2ψ

⋆({f(X⋆), q∗q}). In addition, by continuity it is enough to demand Eqs. (A.10) and (A.11) to
hold for q ∈ A(X⋆). Putting everything together, we arrive at Eq. (3.1).

2. Strong ncKKT

We next derive the strong ncKKT conditions. Let p ∈ C∗(X⋆)n be a tuple of Hermitian
operators, and let ϵ ∈ R+. Setting X̄ = X⋆ + ϵp in Eq. (A.7) and demanding stationarity of L
at order ϵ, we arrive at the condition:

ψ⋆
(
∇xf(p)

∣∣∣
x=X⋆

)
−
∑
i

µi

(
∇xgi(p)

∣∣∣
x=X⋆

)
−
∑
j

λj

(
∇xhj(p)

∣∣∣
x=X⋆

)
= 0, ∀p ∈ C∗(X⋆)n.

(A.12)
Again by continuity, it is sufficient to demand the equation above to hold for all p ∈ A(X⋆)n.

Together with complementary slackness (A.5), we arrive at the definition of strong ncKKT
in Section 3.

5 If ψ⋆ is not cyclic, then we can apply the GNS construction [23, 81] and find another solution of Problem (2.5)
with the same moments, such that the new state is cyclic.
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Appendix B: Re-derivation of the first-order optimality conditions of [33] through
Theorem 4.1

Consider the following problem:

inf
H,τ,E

τ

 ∑
x,y,a,b

W (a, b, x, y)Ea|xEb|y


s.t. τ tracial state,

Ea|x − E2
a|x = 0, ∀a, x∑

a

Ea|x − 1 = 0, ∀x, (B.1)

where x = 1, . . . , n, a = 1, . . . , d. Here, by tracial state, we mean a state τ with the property
τ(ab) = τ(ba), for all a, b ∈ B(H). This problem is considered in [33] in the context of quantum
non-locality. As shown in [39], optimizations over tracial states can also be relaxed through
hierarchies of SDPs. Since the associated quadratic module is Archimedean, such hierarchies
converge and optimal solutions for (B.1) exist. Moreover, the optimal state can be assumed
faithful, i.e., τ(aa∗) = 0 iff a = 0, for a ∈ B(H).

Let (H⋆, τ⋆, E⋆) be one of those solutions. By Theorem 4.1, it follows that, for any k ∈ N,
there exist linear functionals {λka|x : C⟨e⟩ → C}, {λkx : C⟨e⟩ → C} such that

τ⋆

 ∑
x,y,a,b

W (a, b, x, y)(pa|x(E
⋆)E⋆b|y + E⋆a|xpb|y(E

⋆))


=
∑
a,x

λka|x
(
pa|x − {pa|x, Ea|x}

)
+
∑
x

λkx

(∑
a

pa|x

)
,

(B.2)

for any tuple of polynomials p = (pa|x)a|x of degree 2(k − 1).
Now, for some z ∈ {1, . . . , n}, s ∈ C⟨e⟩, choose pa|z = i[s, ea|z], for all a and pa|x = 0, for all

x ̸= z. Substituting in (B.2), we have that

τ⋆

i
∑
y,a,b

W (a, b, z, y)[s(E⋆), E⋆a|z]E
⋆
b|y +

∑
x,a,b

W (a, b, x, z)E⋆a|x[s(E
⋆), E⋆b|z])

 = 0. (B.3)

Invoking the tracial properties of the state, this can be rewritten as τ⋆ (s(E⋆)qz(E⋆)) = 0, with

qz(E
⋆) :=

∑
y,a,b

W (a, b, z, y)[E⋆a|z, E
⋆
b|y] +

∑
x,a,b

W (a, b, x, z)[E⋆b|z, E
⋆
a|x]. (B.4)

For k ≥ 2, we can choose s = q∗z , and thus τ⋆ (qz(E⋆)∗qz(E⋆)) = 0. Since by assumption the
state τ⋆ is faithful, we have that

qz(E
⋆) = 0, (B.5)

for z = 1, . . . , n. This is the first-order optimality optimality condition derived in [33, Prop. 7.1].

Appendix C: NPO for quantum nonlocality

What follows is the original NPO formulation to compute the maximum quantum value of
a Bell functional. We have added the partial operator KKT conditions derived in Section 6.2,
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together with the state optimality conditions (3.2).

c⋆ =minσ

1

2

∑
a,b,x,y

C(a, b, x, y){Ea|x, Fb|y}


s.t. σ(ss∗) ≥ 0, ∀s ∈ C⟨x⟩,

σ
(
s
(
(Ea|x)

2 − Ea|x
)
s′
)
= 0, ∀a, x,∀s, s′ ∈ C⟨x⟩

σ
(
s
(∑

a

Ea|x − 1
)
s′
)
= 0, ∀x, ∀s, s′ ∈ C⟨x⟩

σ
(
s
(
(Fb|y)

2 − Fb|y
)
s′
)
= 0, ∀b, y, ∀s, s′ ∈ C⟨x⟩

σ
(
s
(∑

b

Fb|y − 1
)
s′
)
= 0, ∀y,∀s, s′ ∈ C⟨x⟩

σ
(
s[Ea|x, Fb|y]s

′) = 0, ∀a, b, x, y,∀s, s′ ∈ C⟨x⟩
µA
a|x(ss

∗) ≥ 0, ∀a, x,∀s ∈ PE ,

µA
a|x

(
s
(
(Ea′|x′)2 − Ea′|x′

)
s′
)
= 0, ∀a, a′, x, x′,∀s, s′ ∈ PE

µA
a|x

(
s
(∑

a′

Ea′|x′ − 1
)
s′
)
= 0, ∀a, x, x′,∀s, s′ ∈ PE ,

λAx

(
s
(
(Ea|x′)2 − Ea|x′

)
s′
)
= 0, ∀a, x, x′,∀s, s′ ∈ PE

λAx

(
s
(∑

a

Ea|x − 1
)
s′
)
= 0, ∀x, ∀s, s′ ∈ PE ,

µA
a|x(Ea|x) = 0, ∀a, x,

σ

1

2

∑
b,y

C(a, b, x, y){p, Fb|y}

 = µA
a|x (p) + λAx (p), ∀a, x,∀p ∈ PE .

µB
b|y(ss

∗) ≥ 0, ∀b, y, ∀s ∈ PF

µB
b|y

(
s
(
Fb′|y′)2 − Fb′|y′

)
s′
)
= 0, ∀b, b′, y, y′,∀s, s′ ∈ PF

µB
b|y

(
s
(∑

b′

Eb′|y′ − 1
)
s′
)
= 0, ∀b, y, y′,∀s, s′ ∈ PF

λBy

(
s
(
Fb|y′)2 − Fb|y′

)
s′
)
= 0, ∀b, y, y′,∀s, s′ ∈ PF

λBy

(
s
(∑

b

Fb|y − 1
)
s′
)
= 0, ∀y,∀s, s′ ∈ PF

µB
b|y(Fb|y) = 0, ∀b, y,

σ

(
1

2

∑
a,x

C(a, b, x, y){Ea|x, p}

)
= µB

b|y (p) + λBy (p), ∀b, y, ∀p ∈ PF ,

σ

1
2

∑
a,b,x,y

C(a, b, x, y){Ea|x, Fb|y}, p

 = 0,

σ

p∗
1

2

∑
a,b,x,y

C(a, b, x, y){Ea|x, Fb|y}

 p− 1

2

1

2

∑
a,b,x,y

C(a, b, x, y){Ea|x, Fb|y}, p∗p


 ≥ 0, ∀p ∈ C⟨x⟩.
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